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A Next Generation, Software Defined, 

Globally Distributed, Multi-Domain 

Computational Science Environment

The GRP: A Platform For Global Science





Instruments: Exebytes Of Data

KSTAR Korea Superconducting Tokamak

High Luminosity LHC

Bioinformatics/Genomics

SKA Australia Telescope Facility Vera Rubin Observatory

Next Gen Advanced Photon Source

Innovative IT Architecture, Services, Technologies



Large Scale Global Science

• Science Domains Create Cyberinfrastructure 

Ecosystems, Some Distributed World Wide, Some 

Devoted To Domains, Some Shared Among Domains

• Minimal Opportunities For Information Sharing On 

Cyberinfrastructure Architecture, Implementation, 

Technologies and Operations Among Projects

• Such Opportunities Are Especially Useful For Cross 

Disciplinary Research

• Example Ecosystem: HEP - LHC







Recent=> DUNE/ProtoDUNE – Deep Underground Nutrino Experiment



Next Generation Research Platforms

• “a comprehensive, scalable, cyberinfrastructure that bridges 

diverse scientific communities and integrates high--

‐performance computing, data, software, and facilities in a 

manner that brings theoretical, computational, experimental, 

and observational approaches together to advance the 

frontier” NSF

• Large Scale Science DMZs, Super Facilities

• National Research Platforms

• Continental Research Platforms: Orchestration Among 

Multiple Domains, Large Scale High Capacity WAN 

Transport (100, 400, 800 G 1.2 Tbps), High-Fidelity Data 

Flow Monitoring, Visualization, Analytics, Diagnostic 

Algorithms, Event Correlation AI/ML/DL International 

Testbeds for Data-Intensive Science



(110+

Currently: Multiple 400 Gbps Paths Planning for 800 Gbps Tbps



International Federated Testbeds As Instruments 

for Computer Science/Network Science

• The StarLight Communications Exchange Facility 

Supports ~ 25 Network Research Testbeds (Instruments 

For Computer Science/Networking Research)

• StarLight Supports Two Software Defined Exchanges 

(SDXs), An NSF IRNC SDX & A Network Research GENI 

SDX (Global Environment for Network Innovations)

• The GENI SDX Supports National and International 

Federated Testbeds





AutoGOLE Open R&E Exchanges





SC22 SCinet National WAN Testbed

• As In Previous Years, iCAIR Supports SCinet In

Designing and Implementing a National WAN Testbed

• A Key Focus Is 400, 800, and 1.2 Tbps Path Services 

and Interconnections, Including Direct Connections To 

Edge Nodes, Primarily High Performance DTNs

• The SC22 National WAN Testbed Was Designed and 

Implemented To Support Demonstrations and 

Experiments Of Innovations Related To Data Intensive 

Science



Persistent Communication Services For Petascale Sciences: 

Demonstrations At IEEE/ACM Supercomputing Conference –

SC22, Dallas Texas



Network Optimized Transport for Experimental Data (NOTED) –

AI/ML Driven WAN Network Orchestration





GRP DTNaaS For Petascale Science



DTN-as-a-Service



RARE

KREONET

P4 SwitchA

B

DTNStarLight

Integration With GEANT P4 Testbed







StarLight: Founding Partner Of Supercomputing Asia DMC International Testbed



Annual Global Research Platform Workshop – Co-Located With

IEEE International Conference On eScience  Oct 9-10, 2023 



www.startap.net/starlight
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