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Abstract—The demand assigned capacity management (DACM)
problem in IP over optical (IPO) network aims at devising efficient
bandwidth replenishment schedules from the optical domain
conditioned upon traffic evolution processes in the IP domain.
A replenishment schedule specifies the location, sizing, and se-
quencing of link capacity expansions to support the growth of
Internet traffic demand in the IP network subject to economic
considerations. A major distinction in the approach presented in
this paper is the focus of attention on the economics of “excess
bandwidth” in the IP domain, which can be viewed as an inven-
tory system that is endowed with fixed and variable costs and
depletes with increase in IP traffic demand requiring replenish-
ment from the optical domain. We develop mathematical models
to address the DACM problem in IPO networks based on a class
of inventory management replenishment methods. We apply the
technique to IPO networks that implement capacity adaptive
routing in the IP domain and networks without capacity adaptive
routing. We analyze the performance characteristics under both
scenarios, in terms of minimizing cumulative replenishment cost
over an interval of time. For the non-capacity adaptive routing
scenario, we consider a shortest path approach in the IP domain,
specifically OSPF. For the capacity adaptive scenario, we use an
online constraint-based routing scheme. This study represents
an application of integrated traffic engineering which concerns
collaborative decision making targeted towards network perfor-
mance improvement that takes into consideration traffic demands,
control capabilities, and network assets at different levels in the
network hierarchy.

Index Terms—ASON, bandwidth replenishment, capacity man-
agement, demand assigned capacity management, GMPLS, inte-
grated traffic engineering, inventory management, IP over optical
networks, IPO, MPLS, network performance optimization, traffic
engineering.

1. INTRODUCTION

P over Optical (IPO) networking is the concept of trans-

porting IP traffic over a switched optical infrastructure
without superfluous intervening layers (see, e.g., [1]). The un-
derlying optical network may utilize an IP-based control plane
technology, such as GMPLS, for connection management [2],
[3]. Discussions of the computational techniques associated
with optical channel routing and wavelength assignment (RWA)
in relation to capacity activation in the optical domain is well
documented in the literature [4]-[6]. A considerable amount
of prior studies is devoted to the associated survivability prob-
lems [7]-[10]. Some recent papers attempt to jointly perform
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path selection in the IP domain and wavelength routing in the
optical domain using an integrated algorithmic approach [11].
Yet, despite all this attention, the linkage between the rate of
growth of Internet traffic demand in the IP domain and capacity
replenishment strategies from the optical domain is an issue
that has not been given sufficient analysis in prior research
on IPO networks. This paper provides a conceptualization of
this problem premised on the concept of demand assigned
capacity management which has a theoretical basis in industrial
production planning and inventory control.

The demand assigned capacity management (DACM)
problem in IPO networks concerns efficient management of
network bandwidth in the IP and optical domains. The capacity
expansion component of DACM aims at replenishing link
bandwidth in the IP domain conditioned on Internet traffic
demand evolution processes, leveraging capacity activation
technologies and policies in the underlying optical network.
DACM comes under the subject of integrated traffic engineering
which advocates a broader view of network performance op-
timization relative to traditional traffic engineering [12]. The
definition of traditional Internet traffic engineering centers
around the performance optimization and performance evalua-
tion of operational IP networks [13]-[16]. In practice, it boils
down to mapping IP traffic onto an existing infrastructure in
the most effective way. Integrated traffic engineering, on the
other hand, concerns collaborative decision making targeted
towards network performance improvement that takes into
consideration traffic demands, control capabilities, and network
assets at different levels in the network hierarchy. In practice,
it entails determining the current state of traffic in the network
and how it is likely to evolve, and devising improvements to the
existing infrastructure, at various levels in the network value
chain echelon, to support the traffic. Such improvements can
be implemented by modifying the behavioral characteristics of
the network (for example, using traditional traffic engineering
techniques such as routing optimization), or by augmenting
network capacity.

There are two general techniques to IP network capacity ex-
pansion, which can be applied independently or in combination.
First, the capacity of existing links in the network can be in-
creased. Second, the topology of the network can be restructured
by adding new links and possibly deleting some existing links.
The later is the well known topology design problem whose op-
timal solution applies mixed integer multicommodity flow tech-
niques (see, e.g., [17]).

This paper studies the capacity expansion aspects of the
DACM problem in IPO networks. The motivation for this
study is the need to improve network economics by reflecting
and leveraging the enhanced flexibility and agility offered by
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technological advances in switched optical networks [18], [2],
[19]-[21]. We first present a conceptual framework for DACM
in IPO networks. We then describe a class of inventory-based
replenishment methods to address the capacity expansion
problem. These methods adopt an inventory management
oriented view of capacity replenishment in IPO networks.

A basic tenet underlying our theory of DACM in IPO
networks is the orientation of attention on the cost of excess
bandwidth in the IP domain. This viewpoint implies the DACM
problem can be transformed into an inventory control problem,
where excess bandwidth in the IP domain is the inventory of
interest. In this environment, traffic in the IP domain is growing
according to a specified process over a given interval of time
resulting in depletion of excess bandwidth. The inventory
management approach is essentially the issue of reducing
the cost of procuring and holding excess network capacity
in the IP domain relative to the cost of congestion caused by
insufficient bandwidth to accommodate Internet traffic as the
demand grows over time. The key decision problems center
on the location, sizing, sequencing, and economics of capacity
procurement activities that occur between the IP domain and
underlying optical network. The objective is to minimize
the long term cost of maintaining and replenishing excess
capacity in the IP domain subject to prescribed service level
requirements. The decision variables depend very much on the
evolutionary characteristics of IP traffic demand, the attributes
of the existing technologies underpinning the IPO network, the
need to maintain proper service quality, and pertinent economic
considerations which center on the inter-play between fixed
and variable costs. In general, the system can be parameterized
by: 1) the characteristics of the rate of growth of traffic in the
IP domain; 2) the characteristics of the lead time to replenish
capacity from the optical domain; 3) a set of network attributes;
and 4) a set of economic variables. We analyze the performance
characteristics of the inventory-based replenishment methods
under capacity adaptive and non-capacity adaptive routing
strategies in the IP domain.

The remainder of this paper is organized as follows. Sec-
tion II describes the network context and presents an architec-
ture and a process model for inventory-based DACM in IPO
networks. Section III provides a mathematical formulation of
the problem and considers the inventory-based DACM problem
with deterministic and constant IP traffic growth rates. Subse-
quently, we consider the inventory-based DACM scheme with
dynamic traffic growth rates in Section I'V. This is followed by
numerical results in Section V. Finally, Section VI contains the
concluding remarks.

II. CONCEPTUAL FRAMEWORK FOR DACM
IN IPO NETWORKS

The network context considered in this paper consists of an IP
infrastructure which is overlaid over an optical network. In this
arrangement, routers within the IP domain are interconnected
by optical channels provided by the underlying optical transport
network. This network model is shown in Fig. 1.

The optical network consists of optical switches intercon-
nected among themselves in a mesh or ring topology using
DWDM technology. The optical infrastructure may implement
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Fig. 1. Physical configuration of IPO networks.

a control plane (e.g., using GMPLS [2], [19]) for capacity
activation and dynamic connection management. The optical
domain may apply an appropriate computational procedure for
optical channel routing and wavelength assignment (see, e.g.,
[4], [6], and the references therein). We do not make strong
assumptions about the control interconnection model between
the TP routers and optical switches, except to say that some
mechanism exists to communicate capacity replenishment
requests from the IP domain to the optical domain. This mech-
anism may exist within the network itself (e.g., through a UNI,
through GMPLS signaling, or through an NNI), or outside the
network (e.g., through interactions between Network Manage-
ment Systems, or through an operations support system, or
through a WEB-based customer network management portal).

There are three primary modes of capacity replenishment in
the IPO network from the perspective of the IP domain.

The first approach is to increase the capacity of an existing
link between two routers. For instance, in the case of SONET,
it may be feasible to upgrade an existing link from OC-48 to
OC-192 capacity if the underlying technologies and facilities
support this type of transaction. It may also be possible to
fractionally increment the link capacity in smaller granularities
using virtual concatenation in conjunction with a link capacity
adjustment scheme (e.g., the ITU-T LCAS [22]).

The second approach to capacity expansion in the IP domain
is to establish new optical connections which share the same
endpoints as an existing link in the IP domain and use the con-
cept of “bundling” to aggregate the circuits. Link bundling is
an abstraction that allows the logical consolidation of multiple
parallel links between two routers into one virtual link whose
capacity is the sum of the capacities of the component links (see,
e.g., [2], [19)]).

The third approach to capacity replenishment is to add a new
link between two routers that do not already have a link between
them. This third approach requires a redesign of the IP network
topology. In this paper, we do not address the topology design
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problem. Instead, we shall be concerned only with the first two
modes of capacity expansion mentioned above.

A. Categories of DACM Systems

DACM systems in IPO networks can broadly be classified
into three general categories: 1) push systems; 2) pull systems;
and 3) synchronous systems. The basic idea behind push DACM
systems is the philosophy that asserts that first, excess capacity
is installed in the IP network, and then effort is made to stimu-
late demand. In such systems, procured bandwidth generally ex-
ceeds near term traffic requirements. Hence, the network tends
to be underutilized, incidents of congestion are rare, and service
levels are very high. The disadvantage of push DACM methods
is that capacity is procured which may never be used, resulting
in inefficient allocation of capital. On the other hand, in pull
DACM systems, an attempt is made to match capacity to de-
mand as closely as possible, so that bandwidth is procured to
serve existing demand or demand that will become available in
the short term. Generally, pull systems are adaptive and cost ef-
ficient, but can result in severe congestion if the traffic fluctuates
over time.

A synchronous DACM system is a hybrid between a pull
system and a push system. The basic concept is to use a mix-
ture of empirical measurements and objective traffic forecasts to
make replenishment decisions. In this way, the traffic demand
is matched with capacity as closely as possible and adequate
service levels are maintained. Synchronous systems may utilize
hedge bandwidth in some instances to mitigate against uncer-
tainties in capacity supply and traffic demand.

B. Environmental Characteristics

In formulating the DACM problem, different types of as-
sumptions can be made about the trends governing the rate of
growth of Internet traffic as a function of time within the TPO
network. There are four prominent types of traffic growth trend
characteristics that can be envisaged.

1) Deterministic and stationary IP traffic growth rate. Under
this assumption, the traffic grows at a constant known rate
over time.

2) Deterministic and dynamic IP traffic growth rate. Under
this assumption, the traffic grows at a deterministic rate
which changes with time.

3) Stochastic IP traffic growth rate with known distribution.
Under this assumption, the traffic grows at a stochastic rate
with known distribution. That is, the traffic growth rate can
be characterized by a known statistical distribution func-
tion.

4) Stochastic IP traffic growth rate with unknown distribution.
Under this assumption, the traffic grows at a stochastic rate
with unknown distribution.

Similarly, a number of assumptions can be made about the
lead time for capacity augmentation from the optical domain.
Generally, the lead time is a function of the degree of automation
within the optical network and the cost of preinstalling cards on
optical network elements. The major types of assumptions that
can be made about optical connection lead time are as follows:

1) instantaneous capacity activation in which the capacity ac-
tivation lead time is assumed to be zero;
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Fig. 2. Architecture for DACM in IPO networks.

2) deterministic lead time with constant value, where the lead
time to activate additional capacity from the optical domain
is a positive constant;

3) stochastic lead time with known distribution, where the
lead time to activate capacity is governed by some sto-
chastic process with known distribution;

4) stochastic lead time with unknown distribution, where the
lead time to activate additional capacity is governed by a
stochastic process with unknown distribution.

C. Architecture for DACM in IPO Networks

A high level architecture for a synchronous DACM system is
shown in Fig. 2. The high level architecture provides structural
and functional views of pertinent system components. The
architecture consists of the following major components: 1) IP
domain traffic engineering system; 2) measurement system;
3) traffic and capacity analysis system; 4) demand response
system; 5) bandwidth procurement system; 6) optical band-
width trader system; and 7) optical network management and
control system.

The IP domain traffic engineering system consists of the
traffic engineering capabilities that exist within the [P domain.
This system performs the traditional Internet traffic engineering
functions, namely, performance optimization of the IP domain
by mapping IP traffic onto the existing IP connectivity infra-
structure in the most effective way. Some components of this
system may exist inside the IP network, while others may exist
outside the network. The IP domain traffic engineering system
may utilize MPLS or some other appropriate technology to
perform its functions.

The measurement system acquires traffic statistics from the
IP layer and dispatches the data to other systems for storage
and analysis. The measurement system may perform filtration,
compression, and data reduction on the raw statistics.
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The traffic analysis system utilizes empirical statistics de-
rived from the measurement system and pertinent external
influencing factors to perform various network analysis and
forecasting functions. An important function performed by this
system is the prediction of the rate of growth of IP traffic be-
tween different source-destination nodes as a function of time.
The forecasting process may apply trend analysis to historical
traffic data stored in a repository.

The demand response system engages in a decision process
within the IP domain to determine if, where, when, and how
much additional capacity is required in the IP network. First, it
determines whether the existing network can accommodate the
demand in conjunction with the traffic engineering system. If
the demand cannot be accommodated, it initiates a process to
acquire additional bandwidth from the optical domain. This in-
volves determining the endpoints, bandwidth requirements, and
timing of optical capacity replenishments to accommodate ex-
isting and predicted IP traffic demand, subject to economic con-
siderations and network policies.

The bandwidth procurement system within the IP domain is
responsible for initiating capacity order requests from the op-
tical network based on input from the demand response system.

The bandwidth trader system resides in the optical domain
and is responsible for accepting capacity order requests from
clients in the IP domain. Each instance of the bandwidth trader
system may be associated with multiple clients. The bandwidth
trader system performs preliminary admission control functions
to determine whether a capacity order request can be success-
fully provisioned.

Finally, the optical network management and control system
is responsible for optical channel layer bandwidth management,
dynamic provisioning of optical capacity, and associated con-
nection management functions.

A process model corresponding to this architecture is shown
in Fig. 3. This process model consists of activities that occur
within the [IP/MPLS domain and activities that occur within the
optical domain.

The high level operation of the demand replenishment
process is as follows. First, within the IP/MPLS domain,
the existing and predicted IP traffic is analyzed to ascertain
the demand characteristics and the accompanying bandwidth
requirements.

Next, a decision process is invoked in the IP domain (in-
volving the demand response and traffic engineering systems)
to determine whether the traffic demand can be successfully
mapped onto the existing IP connectivity infrastructure. This set
of actions can be performed in one of two ways: 1) using stable
non-capacity adaptive routing and 2) using dynamic capacity
adaptive routing.

In DACM systems employing stable non-capacity adaptive
routing in the IP domain, traffic is mapped onto the underlying
connectivity infrastructure at the commencement of the process
using a stable routing method. Once the initial routing is done,
the routes are pinned, and dynamic rerouting does not occur ex-
cept under exceptional conditions. Once routes are selected and
pinned, congestion levels on links are monitored continuously.
Replenishment capacity is added to existing links in the IP net-
work based on monitored and predicted congestion levels.
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Fig. 3. Bandwidth replenishment process model.

On the other hand, DACM systems employing dynamic
capacity adaptive routing in the IP domain have the ability
to reroute traffic to take advantage of alternate less congested
routes. In this case, the decision process essentially involves as-
certaining whether alternate routes exist within the IP network
with sufficient capacity to handle the demand. If alternate paths
with sufficient capacity exist, then some of the demand is routed
through the alternate paths. If this condition is satisfied, then the
IP traffic is mapped onto the existing infrastructure, and there is
no need to activate additional capacity from the optical domain.
However, if the demand cannot be accommodated within the
existing IP infrastructure, then action is initiated to acquire
additional bandwidth resources from the optical infrastructure.

During the capacity acquisition phase, a bandwidth replenish-
ment request is communicated to the optical domain to activate
the required capacity along the desired set of links.

D. Cost Considerations for DACM

The cost parameters associated with DACM in IPO net-
works include: 1) fixed replenishment setup costs; 2) capacity
dependent variable initial cost; 3) bandwidth carrying costs;
and 4) bandwidth stockout costs. Fixed replenishment setup
cost is the fixed cost of ordering optical capacity (e.g., a group
of optical channels), which is independent of the capacity
ordered. This includes administrative costs and other overhead
associated with each group of bandwidth replenishment trans-
action. Capacity dependent variable initial cost is the variable
cost of procuring capacity from the optical domain which is
dependent on the amount of capacity procured. Bandwidth
carrying cost (also called holding cost or excess circuit cost) is
the recurrent cost for excess capacity within the IP domain per
unit time. This cost may depend on the geographical area in
which the optical capacity is situated, the circuit distance, and
the circuit connection attributes (e.g., priority, survivability,
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etc). Bandwidth stockout cost is the penalty associated with not
having sufficient bandwidth in the IP domain to accommodate
offered or predicted Internet traffic. Several components may
be associated with this cost. One component is the possibility
of congestion which degrades service quality resulting in loss
of customer goodwill. Another component is the possibility of
foregone revenue because capacity does not exist to accom-
modate new service requests. Finally, there is the possibility
of defection of customers to competing providers due to poor
service quality.

III. MATHEMATICAL MODELS FOR INVENTORY-BASED DACM

In a network context, an inventory-based DACM system can
be characterized by the following tuple:

Q=(G,T.x.C,U) 6]

where (2 denotes the universe of discourse for the DACM net-
work problem. The parameter G = (V, E) is the graph of the
network topology consisting of a set of nodes (V) and a set of
edges (£ = {e;j : 4,7 = 1,...,n}), where n is the cardinality
of V. Each link has a number of attributes including an initial
capacity and a link metric. The parameter 7 = (A, D) denotes
the traffic oriented attributes characterizing the demand imposed
on the network. In this display, A is the initial traffic matrix, so
that A, € A is the effective bandwidth of the initial traffic orig-
inating from node u and terminating on node v. More generally,
Auw(t) is the effective bandwidth of the traffic between node u
and v at time ¢. The component D is the set of growth rates as-
sociated with A, such that d,,(t) € D is the rate of growth of
Auw € A at time ¢ (i.e., the rate of growth of traffic between
nodes u and v at time t). It should be noted that we are inter-
ested in the rate of growth of traffic. Otherwise, if traffic is not
growing as a function of time, then there is no need to replenish
network capacity over time. The parameter d,,(t) also corre-
sponds to the rate of depletion of available capacity along the
path traversed by the traffic in the IP domain. The reader should
note that d,,(t) represents the trend component of a time se-
ries decomposition of demand evolution between nodes u and v.
We assume d,,, () is a non-decreasing function of time, namely
dpu(t + 1) > dyy(t). Initially, we shall assume that d,.,(¢) is
constant (that is, IP traffic grows at a constant rate) over the time
horizon of interest, so that d,, (t) = dy.,, for some constant d,, .
This assumption will be relaxed in a subsequent formulation of
the problem.

The parameter C = (A, «, 3) captures all the cost compo-
nents of the DACM network problem. These cost parameters
can be viewed as link attributes and pertain to the time horizon
of interest. Here, A;; € A is the fixed replenishment cost for
each capacity procurement event across link e;; from the op-
tical domain irrespective of the amount of capacity procured.
The cost component «;; € « is the initial bandwidth-depen-
dent unit cost of procuring bandwidth from the optical domain
across link ¢;;. Thus, c;; is an initial cost which depends on the
amount of capacity procured from the optical domain across ¢;,
that is, if @;; units of bandwidth are procured, then the initial
cost contributed by the «;; parameter is the product of @;; and
a;;. Let Cilj(Qij) be the total initial cost of procuring ();; units
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of bandwidth from the optical domain across link ¢;;. This rep-
resents the contributions of A;; and o;; and is given by
if Qij >0
ifQ;; =0.

Aij + Qijouy,

chi@s) = {5 @

Lastly, the cost parameter y;; € -y is the recurrent holding cost
per unit time per unit of excess bandwidth across link ¢;; in the
IP domain (i.e., available link capacity that is not used to carry
IP traffic). We shall assume that -y;; > 0, in recognition of the
fact that costs accrue when excess capacity exists in production
networks.

Let C,;; be the normalized total initial cost of procuring
bandwidth from the optical domain per unit time over the time
horizon of interest. This represents the initial costs per replen-
ishment event on link e;;. Let Cy;; be the total recurrent holding
cost for excess bandwidth per unit time. Thus, C;; is the av-
erage holding cost for available bandwidth during a replenish-
ment cycle across link e;;. Let Cg;; be the total cost (fixed
and variable holding costs) of procuring );; units of bandwidth
from the optical domain.

The parameter y captures the environmental attributes sur-
rounding a particular instance of the problem. These environ-
mental attributes include the service level specifications that
define the threshold policy for capacity replenishment and the
routing system that establishes a mapping between the traffic
matrix and the set of links in the network.

Finally, the parameter ¢/ from (1) represents the objective
function which has to do with minimizing replenishing costs
in the long run. That is, the objective is to derive link replen-
ishment capacities, Q7;(t), and associated replenishment times
that minimize the quantity » >, >~ Cqij.

Let ;.. (t) be alink-traffic indicator function induced by the
routing system in the IP network and defined as follows:

Lijun(t) = 1, if traffic from u to v at time ¢ traverse link e;;
1Juv 07 otherwise.

3)

Let D;;(t) be the aggregate rate of growth of all traffic traversing
link e;; at time ¢. It is clear that the following holds:

Dij(t) = > dun(t) Liju- )

u v

Similarly, let ©;;(¢) be the aggregate effective bandwidth of all
traffic traversing link e;; at time ¢. Then, the following holds:

0ii(t) = > Xuw(O)Lijun- Q)

Let B;;(t) be the available bandwidth across link e;; at time
t. In practice, B;;(t) is the residual capacity across the link
which represents the available bandwidth for carrying incre-
mental traffic across it. It can be seen that B, ;(t) decreases at a
rate of D;;(t) units of bandwidth per unit time, where D;;(¢) is
the aggregate rate of growth of all traffic traversing link e;; as
noted earlier. If Z;;(¢) is the capacity of link e;; at time ¢, then
certainly

Bi;(t) = Zij(t) — ©4(t). ©®)
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Let Q;;(t) be the amount of capacity ordered across link e;; ata
particular replenishment point to offset depletion of residual ca-
pacity across the link. Generally, we can suppose Q;;(t) will be
multiples of a base unit of capacity, for example OC-12. Let R
be the minimum acceptable threshold value of available band-
width across a link in the IP network when bandwidth replenish-
ment requests are issued to the optical domain. That is, a band-
width replenishment decision is initiated when B;;(¢) < R. It
should be noted that this is a necessary, but not sufficient con-
dition for initiating bandwidth replenishment. For example, in
DACM systems with capacity adaptive routing, it might be pos-
sible to reroute some traffic within the IP domain along alternate
underutilized routes to balance the utilization. The parameter R
represents an indication of the minimum service level (or the
congestion level) within the IP domain prior to invoking band-
width replenishment requests from the optical domain. In real
operational contexts, capacity replenishment decisions are usu-
ally initiated when utilization exceeds 60%. Networks with very
aggressive cost control measures may prefer to initiate replen-
ishment requests when utilization exceeds 80%. The parameter
R thus corresponds to the unutilized available bandwidth at the
instant of making replenishment request which is equal to

R = (1 — /)) * th(f) (7)

where p is the maximum acceptable link utilization. Let L be the
connection activation lead time, which is the amount of time it
takes to activate additional capacity from the optical domain.
This may correspond to the time required to instantiate a new
optical connection or to augment the capacity of an existing link.
Let Dy;; be the demand during a particular lead time across link
e;j. Thus, Dr;; represents the amount of available bandwidth
consumed by increasing traffic within the IP domain during the
lead time for optical connection activation.

A. DACM With Constant Traffic Growth Rate: Single Link
Case

We first consider the DACM problem for a single link in iso-
lation, in which the rate of growth of traffic is constant. We
then show how the results can be extended to network environ-
ments with stable non-capacity adaptive routing and in network
scenarios with dynamic capacity adaptive routing. Our interest
here is the following: we want to determine how much replen-
ishment capacity to procure from the optical domain to support
IP traffic growth, and when to procure the capacity. The results
derived in this subsection are analogous to concepts from eco-
nomic order quantity of inventory theory. We shall make the
following assumptions.

Assumption 3.1: For each u and v, the rate of growth of
traffic, du,(t), is deterministic and constant. This implies that
dyy(t) = dy, for some constant d,,.

Assumption 3.2: The lead time L for capacity activation from
the optical domain is zero.

Assumption 3.3: The DACM capacity replenishment process
occurs over an infinite time frame.

For these particular set of assumptions, it can be seen that
bandwidth replenishment decisions should be made precisely at
those times when the available bandwidth is exactly R. Let T;;
be time between replenishments (i.e., the replenishment cycle)
across link e;;. Recall that D;; is the aggregate growth rate of
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all traffic traversing link e;;. It is clear the following stability
condition must hold in order to prevent persistent congestion
from occurring in the network:

Qij

= 2Dy @®)
Equation (8) simply asserts that on the average, the rate of in-
crease in capacity must equal or exceed the rate of increase in
traffic demand. In what follows, the expressions can be simpli-
fied by using R as a baseline value of bandwidth prior to re-
plenishment. So we can assume the available bandwidth is zero
for purposes of replenishment when the available bandwidth is
equal to R. Suppose we start the inventory-based DACM re-
plenishment process with R units of bandwidth in excess of
existing traffic demand and we subsequently use a replenish-
ment quantity of Q);; units of bandwidth. Then, the time to the
next replenishment is given by T;; = Q;;/D;;. Hence, the
number of capacity replenishments per unit time is given by
1/Tij = Dij/Qij.

Each replenishment of ();; units of bandwidth from the op-
tical domain has an associated initial cost of A;; + «;;Qi;.
Hence, the initial capacity replenishment costs per unit time is
given by
Qij Y Qij
The second term (c;; D; ;) in the above relation is independent of
Q;i;, hence it plays no role in determining the optimum amount
of bandwidth to procure per unit time from the optical domain.

Notice that if ();; is a constant amount of bandwidth procured
at each replenishment point and if the demand growth rate is
a constant, then the average available bandwidth (B;;(t)) level
between capacity replenishments is simply @;;/2. The average
recurrent cost (C;;) of holding available bandwidth per unit
time during the replenishment cycle is now given as follows:

o= Qi

Caij = (Aij + Qi) =A +a;jDi;. (9)

(10)

The total replenishment cost per unit time for (;; units of band-
width is simply [26]

Vij Qij

D,
Cqij = Caij+Chij = <A + OéijDv‘,j> =5 (11)

Y Qij
It can be seen that this total replenishment cost consists of two
components (Cy;; and C;;). One component increases linearly
with increasing values of acquired capacity ();;, while the other
component decreases inversely with increasing values of Q.

Fig. 4 shows the graphs of C;;, C,;;, and Cg;; as a function
of Q;;. The graph was plotted with the following values: A;; =
6, vi; = 2, D;; = 3, and a;; = 0. It can be seen that the total
cost (CQij) is minimized when AijDij/Qij = Yij Qij/2-

The optimum value of (;;, denoted Q;fj, occurs when
d(CQ“)/d(Q”) = 0. HCIICG,

d(Cqij) _ 4 Dij i

ij—=5 +—=— =0. (12)
d(Qi;) Q2
So that
. 2D;; A;;
Q5 = — (13)
Yij
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Fig. 4. Replenishment cost as a function of procured bandwidth.

Equation (13) is interesting because it asserts that under a con-
stant rate of traffic growth, the capacity replenishment required
to economically support the growth of traffic is directly propor-
tional to the square root of the rate of growth.

We observe that (13) is analogous to the expression for Eco-
nomic Order Quantity (EOQ) commonly encountered in inven-
tory theory under the assumption of constant deterministic de-
mand (see, e.g., [24]).

In practice, the value of @}; will have to be scaled to appro-
priate integer units of bandwidth (e.g., units of OC-12 band-
width) for operational applications in IPO networks. So, let By
be the reference minimum unit of capacity (e.g., OC-12) that can
be provisioned from the optical domain. Then the actual amount
of bandwidth to be procured is given by Q;;, where Q:; is scaled
to the nearest number of units of B, so that

szKB—J +0.5>J.

The following is an algorithm for bandwidth replenishment for
a link where the rate of growth of bandwidth across the link is
constant.

(14)

Inventory-Based Single Link DACM Algorithm with
Constant Deterministic Link Traffic Growth Rate

Begin
If A;; =0
i = Dij
Elseif Az‘j >0 And v;; >0

« _  [2Di; A,

iy Yij
Repeat
Monitor B;;(t) across link (i, )
If B;j(t) <R
Procure Q}; bandwidth from optical domain
Until Stopped by Network Operator

The above algorithm does not take into account survivability
considerations, which would mandate procuring additional re-
dundant capacity from the optical domain along topologically
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Replenishment Schedule: Available Bandwidth Versus Time
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Fig. 5. Link replenishment schedule with constant traffic growth rate.

diverse alternate routes to provide the ability to restore traffic
in the event of network failures. Thus, depending on the degree
of survivability required, it may be necessary to procure extra
capacity from the optical domain in addition to Q5.

Fig. 5 depicts an example of an inventory-based DACM re-
plenishment schedule using the above algorithm for bandwidth
replenishment with a constant and deterministic rate of increase
in traffic demand. The parameters used in this graph are: A;; =
6, Yij = 2, Q5 = 0, R“ = ]., and Dz’j = 3. The value of
Q;; derived from the algorithm is 4.2426 and the corresponding
value of cycle time 7j; is 1.4142, while the aggregate replenish-
ment cost per cycle time is Cg;; = 8.4853.

In the previous example, we assumed that the lead time to
provision capacity from the optical domain was zero. Here, we
relax this assumption and consider the effects of constant pos-
itive lead-time (L) on the replenishment schedule. Suppose it
takes L units of time to provision capacity from the optical
domain following a bandwidth activation request. The total in-
crement in demand during the lead time is given by Dy . To ad-
dress this scenario, the replenishment policy should be modi-
fied so that a capacity replenishment requisition for @;;* units
of bandwidth is issued when B;;(t) < (R+ Dp). The effect of
lead time essentially leaves the sample path of the replenishment
schedule unaltered, but shifts the capacity procurement times to
the left of the time scale by Dy, time units.

B. Sensitivity Analysis

We now illustrate the effects of variations in initial fixed
costs by comparing the behavior of the optimal replenishment
schedule (Q;; = Q7; and T;; = QF;/D;;) with the behavior of
a myopic schedule (Q;; = D;; and Tj; = 1).

Fig. 6 shows the replenishment cost as a function of fixed
initial cost (4;;).

The schedule @Q;; = D;; is the situation where the capacity
is replenished at the same rate as the rate of growth in demand.
Fig. 6 shows that the cost of the inventory-based DACM scheme
using the optimal replenishment capacity (Q;;) exhibits lower



AWDUCHE AND JABBARI: DACM IN IPO NETWORKS

Replenishment Cost Versus Fixed Initial Cost
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Fig. 6. Total replenishment cost as a function of fixed initial cost.
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Fig. 7. Effects of varying procured capacity on replenishment schedule.

replenishment cost than the value obtained using D;;. The dif-
ference in replenishment cost between the two schedules in-
creases as the value of initial fixed cost increases.

Fig. 7 illustrates the effects of varying the replenishment size
(Qi;) on the replenishment schedule for the situation Q;; = ,’[j
and Qi; = Dij.

In the following, we explore the sensitivity of the basic de-
terministic model to perturbations in the estimated traffic de-
mand growth parameter D;;, which centers around the robust-
ness of the deterministic model to perturbations in estimates of
the traffic demand growth rate. That is, if there is a change from
D;; to say D}j, what is the effect on Q7;, the optimal replenish-
ment bandwidth? Let Qij'* be the new optimal replenishment

*
1]
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bandwidth corresponding to D}j. Then, clearly, from (13) the
following condition holds:

(15)

ij
This means the relative change in the amount of replenishment
bandwidth required to support the new demand changes only
as a function of the square root of the relative change in traffic
growth rate. Thus, the optimal replenishment bandwidth based
on the model of this subsection is quite robust to perturbations
in traffic growth rate.

The sensitivity analysis can also be approached using the con-
cept of percentage cost penalty. Let p denote a measure of the
deviation of Q}; from Q7;, where p € [~0.5,0.5]. Specifically,
let 100p represent the percentage deviation of Q%j’»k from Q7;.
Then, we have

Ix *
i = 1+p)Q;;.

In order to derive the percentage cost penalty (PCP) incurred in
using ) }]’-" instead of )7}, let us first define the total relevant cost
(TRC) per unit time of using a particular replenishment quantity.
The TRC is simply the total of the cost components which are
functions of @);;. Clearly, TRC(Q);;) is the aggregate of the cost
components that are directly influenced by a particular selection
of Q;; and is given by

(16)

Ai;Dij i§Yij
i Qijij .

Qij 2
The PCP using Q,}jf“ instead of Q7 is then given by the following
expression:

TRC(Qi;) = (17)

TRO(QY) - TRC(QY)

PCP =
¢ TRC(Q5,)

x 100.

(18)

Applying (16)—(18), we obtain the following expression for the
PCP:

p2

1+p

PCP =

X 50.

19)

Sensitivity analysis using percentage cost penalty [based on
(19)] is shown in Fig. 8, which depicts variations of PCP as a
function of p.

C. DACM With Constant Traffic Growth in a General Network
Topology

In what follows, we discuss the applications of the inventory-
based DACM technique with constant traffic growth rate to more
general topological contexts. We first describe the procedure for
applying it in a network with non-capacity adaptive routing. In
such networks, the routing system does not change with time ex-
cept when major events occur, such as outages or explicit con-
figuration control actions by the network operator. This is the
situation commonly encountered in IP networks without MPLS
where the routing system is generally based on unconstrained
shortest path (SPF) algorithms (e.g., OSPF and ISIS).

We assume the topology of the network remains static during
the entire period of capacity replenishment. Thus, we focus on
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Fig. 8. Sensitivity curve based on percentage cost penalty.

the problem of replenishing capacity within the existing network
topology and circumvent the general topology design problem,
which is outside the scope of this paper. The methodology pre-
sented here is based on decomposition of the problem into a set
of link-level capacity replenishment decisions. The approach is
summarized in the following algorithm:

Inventory-Based DACM Algorithm: Network Context
With Non-Capacity Adaptive Routing

inputs DACM(network) =< G, 7, x,C,U >

Phase 1: Link-Traffic Assignment
for u=11to n:
for v =1 to n:
Path(u, v) = Route(G, u, v)
I(u,v) = GenerateIndicator(Path(u, v)).

Phase 2: Link Capacity Replenishment
for t = 1 to TotalTime
for : =1 to n:
for j =1ton:
if i # j and link(i, j).metric # inf

Par(t, i, j) = GenPar(G(t), Luvij)
Res(t, i, j) = Comp(Par(t, 7, 7))
G(t + 1) =Update(G(t),Res(t,14, 7))

The operation of the algorithm can be summarized as follows:

* First determine the paths between each ingress and egress
node in the network using an appropriate non-capacity adaptive
routing protocol (e.g., Dijkstra’s shortest path algorithm for the
OSPF and ISIS protocols).

* Determine the link-traffic indicator functions, namely the
set {Lwi]’ : Yu, v, eij}.

* For all links in the network, determine the aggregate utiliza-
tion of each link based on the demands that traverse the link.

* Determine the rate of growth of traffic on each link based
on the rate of growth of the demands that traverse the link.

* Apply the constant demand growth inventory-based DACM
algorithm to each link in the network.
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» Update the network attributes for the next iteration of the
algorithm.

In the above algorithm, the function Route(G,u,v) com-
putes a route between node w and v using an appropriate non-
capacity adaptive routing algorithm (e.g., a shortest path al-
gorithm). The function Generatelndicator(Path(u,v)) gener-
ates the link-traffic indicator functions (I,.;;) associated with
Path(i, 7).

The function GenPar(G(t), I,.ij) generates the dynamic
link parameters that will be used for the inventory-based DACM
computation, such as current link utilization and growth rate
of traffic traversing the link. The function Comp(Par(t,1,75))
computes the inventory-based DACM algorithm for link(s, 5)
at time ¢. The associated return variable (Res(¢, 7, 7)) is simply
a data structure that returns various results and performance
parameters associated with the inventory-based DACM al-
gorithm at time ¢. One of the key results is the amount of
replenishment capacity for each link at time ¢ (Q7;). The
function Comp(Par(¢,4, 7)) has the following form:

Function: Comp(Par(¢, ¢, 7))

Begin (Function Comp(Par(t, , 7)))
i = Dij
Elseif Aij > 0 and Yij > 0
2DijArLj
Yij

ij =
If B;;(t) <R
Procure Q}; units of bandwidth for link e;;

Lastly, the function Update(G(t), Res(¢,14, 7)) updates the
graph attributes for the next iteration.

D. Network DACM With Capacity Adaptive Routing

This subsection considers the network DACM problem with
constant traffic growth rates and capacity adaptive routing. The
main difference here relative to the prior subsection is that the
routing system in the IP domain adapts to take advantage of
capacity existing within the network. This means that routes for
each source-destination pair in the IP domain may change as
traffic between the nodes grow and as capacity is replenished.

In systems with capacity adaptive routing, the routing system
within the IP domain attempts to exploit existing capacity in the
network as much as possible. Depending on the characteristics
of the capacity adaptive routing scheme, this may have the ef-
fect of elongating the interval between capacity replenishments
and reducing the effective amount of capacity required to op-
erate the network. However, our experiments suggest that this is
not always the case and the outcome is contingent on the type
of routing scheme. In systems with capacity adaptive routing,
the routing function is invoked by the inventory-based DACM
algorithm during each replenishment iteration, whereas routing
is done just once in systems without capacity adaptive routing.

There are many ways to implement a capacity adaptive
routing system within the IP domain. In the following, we
depict a capacity adaptive scheme described in [15] which
is widely implemented in commercial MPLS label switching
routers. This capacity adaptive routing algorithm computes
shortest paths between each source-destination pair that sat-
isfies the bandwidth requirements of the traffic between the
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nodes. A network inventory-based DACM scheme utilizing the
simple capacity adaptive routing scheme is shown below.

Network DACM with
CSPF Capacity Adaptive Routing

inputs
DACM(network) =< G, 7, x,C, U >

for t = 1 to TotalTime
for u =1 to n:
for v =1 to n:
PrunedGraph = Prune(G(t), Traffic(u, v)
Path(u, v) = ModDijkstra(PrunedGraph)
G(t') = AllocBw(Path(u, v), G(t), A\uy)
I(u,v) = Generatelndicator(Path(u, v)).
for : =1 to n:
for j =1 ton:
if ¢ # j and link(7, j).metric # inf
Par(t, ¢, j) = GenPar(G(t), I;juv)
Res(t, %, j) = Comp(Par(t, 7, 7))
G(t+ 1) =Update(G(t),Res(t, 7, 7))

In the above display, the function Prune(G(t), A,,)) has an
input set consisting of the current graph (G(t)) at time ¢ con-
taining all pertinent graph attributes (such as the current capacity
and metrics of each link) and the current traffic at time £ between
nodes u and v (Ay, ). Using these inputs, the Prune function pro-
vides an output consisting of a residual graph (PrunedGraph)
in which all links whose capacity is less than \,, have been
removed. The function ModDijkstra(PrunedGraph) runs
Dijkstra’s algorithm on the pruned residual graph to deter-
mine the minimum cost path between nodes u and v. The
function AllocBw(Path(u,v), G(t), Ayy) allocates the traffic
between nodes u and v along the path (Path(u,v)). This
is accomplished by subtracting the \,, parameter from the
current link capacity of each link along Path(u,v). The
output of this routine is the updated graph G(¢'). The function
Generatelndicator(Path(u,v)) generates the link-traffic in-
dicator variables associated with the path between nodes u and
v (i.e., Iijuv)-

Once the link-traffic indicator variables are derived for all
u, v, 1, 7 ateach time step, the inventory-based DACM algorithm
can then be applied to each link to determine the capacity replen-
ishment schedule.

IV. DACM WITH DYNAMIC TRAFFIC GROWTH RATE

Now, let us consider the situation where traffic growth in the
IP domain is deterministic, but the rate of growth changes with
time. That is, the assumption that d,,,(t) = d,, (a constant)
no longer holds. In this case, d,,(t) can be represented by an
appropriate piece-wise linear function that captures the desired
changes of traffic growth rate with time over the horizon of
interest.

For this problem, we shall focus attention on the net effects
of the traffic growth variations on a link in relation to bandwidth
replenishment across the link. That is, we use the fact that the
rate of growth of traffic changes with time to capture the net
effects imposed by the aggregate traffic traversing the link. We
first characterize the structure of an optimal solution to the dy-
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namic DACM problem and then we define the structure of an
optimal solution using a dynamic programming recursion.

For this particular context, we make the replenishment band-
width a variable, so that @Q;;(¢) is the amount of bandwidth
procured from the optical domain at time ¢. To simplify the
problem, let us assume a discrete time model, so that time has

been quantized into a sequence of periods, ¢ = 0,1,2,...,T,
within the horizon of interest, say [0, T, and replenishment de-
cisions occur at the specific discrete times, t = 0,1,2,...,7.

The problem is to determine how much capacity to procure
from the optical domain during each period, t = 0,1,2,...,T,
so that the total cost within the horizon [0, 7] is minimized. We
need additional definitions in order to formulate the problem.

Let §(y) be an indicator function, with the following property:

_J1, ify>0
“w_{m ify < 0.

With the aforementioned conditions, we can now characterize
the structure of an optimal inventory-based DACM solution to
the dynamic DACM problem. Given the above hypothesis, the
dynamic DACM problem reduces to the Wagner—Whitin model
of inventory theory, which can be formulated in the following
fashion (see, e.g., [24], [25]):

(20)

Minimize:
T—1 T
D 1Ai8(Qi(1) + i Qi (D] + > % Bij(t). (1)
t=0 t=1
Subject to:
Bi;(0) =0 (22)
Bi(t) >0 t=1,...T (23)
Qij(t) >0 t=0,...T—1 (24)
Bij(t+1) = Bij(t) + Qij(t) — Dij(t)
t=0,...T—1 (25)

The above formulation of the DACM problem in IPO net-
works is essentially a dynamic control problem. In this formu-
lation, the set of variables B;;(t) Vi, j (available bandwidth at
time ¢ across link e;;) represent the state of the system at time
t. The variable D;;(t) (rate of growth of traffic at time ¢ across
link e;;) represents the external input into the system. Finally,
the variable @);;(t) (the replenishment capacity procured from
the optical domain to augment link e;; at time ¢) represents the
control variable which can be adjusted by the network operator
to achieve some optimization criteria in the network.

Thus, the DACM problem in IPO networks can be trans-
formed into a dynamic control problem when the traffic de-
mand growth rate is deterministic, but changes with time. Equa-
tion (25) is the conservation balance equation, which states that
the available bandwidth at the start of period ¢ + 1 (denoted
B;;(t + 1)) is equal to the available at the start of period ¢ (de-
noted B;;(t)) minus the growth in bandwidth demand during
period ¢ (denoted D;;(t)) plus the replenishment capacity that
was added to the link during period ¢ (denoted Q;;(t)).

It is well known in inventory theory that the system of (21),
(23)—(25) can be converted into an equivalent dynamic program-
ming formulation. For this purpose, let us simplify the notation.
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Fig. 9. Sample network for validation of inventory-based DACM with stable
routing.

Let b; be the available bandwidth across the target link at the
start of period ¢ (i.e., by is equivalent to B;;(t)). Let Vi(bi41)
be the minimum total replenishment cost incurred for periods
1,2,...,t given that the available capacity across the target link
at the end of the period is b;1. Let Q¢ be the amount of band-
width procured at the start of period ¢ (i.e., Q; is equivalent to
Qi;(t)). Let D, be the demand on the target link during period
t. Let Cy(Q:) be the total cost of procuring (); units of capacity
in period t. The key step in the dynamic programming solution
of the dynamic DACM problem is to express V;() as a function
of V;—1(). The dynamic programming recursions are given by
the following:

Vi(b2) = OSQfglglerz{Cl(Ql) + 71b2} (26)
Vie(brt1) = 0<QL,£nDiil+bk+1{Ck(Qk) + by (27)
+ Vk*l(karl + Dy, — bk)}. (28)

V. NUMERICAL RESULTS AND DISCUSSIONS

In order to evaluate the inventory-based DACM algorithms,
we implemented the algorithms and evaluated their performance
using different network topologies, under capacity adaptive and
non-capacity adaptive routing in the IP domain. This section
summarizes some of the results. The sample network of Fig. 9
was used to derive the results described in the first part of this
section.

The following performance measures were used to evaluate
the effectiveness of the procedures:

1) the cumulative replenishment cost across all links in the

network during a well-defined time horizon;

2) the aggregate excess bandwidth in the network as a func-

tion of time;

3) the total installed network capacity as a function of time.
Some results relating to inventory-based DACM with non-
capacity adaptive routing are illustrated in Figs. 10-13. Each
figure depicts two graphs: 1) the cumulative network cost as
a function of time and 2) the aggregate excess bandwidth in
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Case 2.

Network inventory-based DACM with non-capacity adaptive routing:

the network as a function of time. In each case, results derived
from the approach described in this paper is compared with
results from alternative approaches in which the replenishment
capacity used during each iteration differs from the values
based on our approach.

Fig. 10 compares the inventory-based DACM replenishment
schedule (where Q;; = Q; Ve;;) against the situation where
Qi; = D;j Ve;;. The scenario where QQ;; = D;; occurs when
the replenishment capacity on each link is equal to the rate
of growth of traffic on the link. It can be seen that the inven-
tory-based DACM approach generates cumulative costs that are
less than the alternative approach, even though the alternative
scheme produces lower aggregate excess bandwidth.

The remaining figures (Figs. 11-13) depict various scenarios
where alternative replenishment capacities are used which de-
viate from the inventory-based DACM quantities. In all cases,
the inventory-based DACM approach is seen to be superior in
terms of minimizing cumulative network costs associated with
excess bandwidth.
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In the following, we compare the results for the inventory-
based DACM using capacity adaptive routing against results for
systems with non-capacity adaptive routing. In systems with ca-
pacity adaptive routing, the routing system attempts to exploit
existing capacity in the network as much as possible. Depending
on the characteristics of the capacity adaptive routing system,
this may elongate the interval between capacity replenishments
and reduce the frequency of capacity replenishments relative to
systems without capacity adaptive routing.

We implemented the capacity adaptive routing scheme based
on the pruning procedure described previously and compared
the results against results obtained using non-capacity adaptive
routing. The performance measures are: 1) aggregate network
capacity; 2) cumulative network costs associated with excess
capacity; and 3) excess bandwidth.

Fig. 14 shows pertinent results for an inventory-based DACM
system with non-capacity adaptive routine. Fig. 15 shows the
results for the same network using inventory-based DACM with
capacity adaptive routing. For this particular network config-
uration, Figs. 14 and 15 demonstrate that the inventory-based
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Fig. 14. Network inventory-based DACM without capacity adaptive routing.
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Fig. 15. Network inventory-based DACM with capacity adaptive routing.

DACM system with capacity adaptive routing produced su-
perior results relative to the inventory-based DACM system
without capacity adaptive routing. However, the superiority of
the simple capacity adaptive scheme does not hold in general.

We also conducted numerical experiments on a larger net-
work scenario depicted in Fig. 16, in which the capacity adap-
tive approach did not produce superior results relative to the
non-capacity adaptive case. Fig. 17 depicts pertinent results for
the large network using inventory-based DACM with non-ca-
pacity adaptive routing. Fig. 18 shows the results for the same
network using inventory-based DACM with capacity adaptive
routing.

We now proceed to discuss the results presented in this sec-
tion. The graphs show how variations in );; and corresponding
replenishment schedules affect cumulative network costs over
an interval of time. The results suggest that cumulative net-
work costs derived from the inventory-based DACM replen-
ishment schedules (Q;; = @Q}; Vij) were smaller than corre-
sponding costs derived from alternative schedules (i.e., when
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Fig. 16. Sample network for validation of inventory-based DACM with stable
routing.
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Fig. 17. Large network inventory-based DACM with non-capacity adaptive
routing.

Qij # QF; Vij). We investigated numerous scenarios in which
the replenishment quantities were less than or more than the in-
ventory-based DACM replenishment quantities. In all instances,
the cumulative costs from the inventory-based DACM schedule
were smaller than costs from alternative approaches.

The figures also illustrate the variations of excess net-
work bandwidth with variations in replenishment quantities.
Figs. 10 and 12 demonstrate these variations for scenarios
where the replenishment quantities were less than the inven-
tory-based DACM values. In such instances, the aggregate
excess bandwidth were lower than corresponding values from
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Fig. 18. Network inventory-based DACM with capacity adaptive routing.

the inventory-based DACM schedule. This is clearly to be
expected since less capacity is procured during each replenish-
ment event. However, cumulative network costs were higher
because capacity replenishments had to occur more frequently
resulting in higher fixed replenishment costs. On the other hand,
Figs. 11 and 13 illustrate the alternative scenarios where the
replenishment quantities were more than the inventory-based
DACM values. The graphs indicate that the excess network
bandwidth and cumulative costs from these schedules were
higher than corresponding values from the inventory-based
DACM schedules.

VI. CONCLUSIONS

This paper presented a framework for DACM in IPO
networks and described a class of inventory-based DACM
algorithms for efficient replenishment of network capacity con-
ditioned on the evolutionary processes of Internet traffic. The
objective is to improve network economics by leveraging the
improved flexibility provided by advances in optical networking
technologies. These algorithms take the growth characteristics
of IP traffic into account to compute a replenishment schedule
which determines when, where, and how much additional
capacity to procure from the optical domain. The optimization
criteria was to minimize the cost of excess bandwidth in the
IP domain over the time horizon of interest. We analyzed the
performance characteristics of the inventory-based DACM
methods under capacity adaptive and non-capacity adaptive
routing strategies. When the rate of growth of traffic is constant,
the inventory-based DACM strategy was found to be more cost
effective than alternative strategies for non-capacity adaptive
systems. In the case of capacity adaptive routing schemes, the
routing method in the IP domain had a significant effect on the
results.

The numerical study was conducted within a deterministic
setting, in which the rate of growth of traffic was assumed to
be deterministic, even though it may change with time. How-
ever, the framework and architectural concepts for DACM pre-
sented here are applicable to more general scenarios. For sto-
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chastic settings, the computational machinery needs to be mod-
ified to account for the fact that the rate of growth of traffic in
the IP domain and the lead time to replenish capacity from the
optical domain are random variables. The cases presented here
are likely to be representative of those that can be used in future
operational IPO infrastructures.
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