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Abstract—We consider the problem of throughput modeling of
wireless multihop packet CDMA networks with cellular overlay
using simple forwarding strategies in the upstream. Considering
the effect of shadowing and distance-dependent path loss, we
approximate the probability density of interference at each base
station (BS) and compare numerical and simulation results for
different path-loss parameters. We derive the probability density
of the received power at each BS due to transmission of one
packet from a random node, as well as the probability distribution
of the number of packets received at each node per time slot.
Subsequently, we use the above results to approximate the prob-
ability density of the total received power at each BS based on
calculations of moments. We observe that the probability density
of intercell interference due to transmissions from terminals and
routers may be approximated by normal and log-normal densities,
respectively. We quantify the network performance based on
throughput, total consumed power, and outage probability for
different system parameters. For homogeneous link efficiencies,
introducing routers into the network while reducing the transmis-
sion power increases the mean and variance of interference to the
desired signal, hence higher outage probability. However, there
are ample opportunities inherent to multihop structure, applicable
to any of the physical, data link, and network layers, which help
increase the overall achievable network throughput.

Index Terms—Ad hoc networks, multihop networks, network
capacity, network modeling, wireless packet code-division multiple
access.

I. INTRODUCTION

HE capabilities of mobile cellular communications may

be augmented by overlaying with a multihop network ar-
chitecture [1], [2]. The primary motivation for considering this
structure is to replicate the main attributes of the cell-splitting
technique, namely, channel increase in space and reduction in
power loss. By scaling down the cell size and the total number
of channels in space, the network capacity can be linearly in-
creased, proportional to the number of new base stations (BSs)
or the scaling factor. Furthermore, shortening the links reduces
the required transmit power. Although the power scaling does
not increase the maximum network throughput in interference-
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limited networks, it does provide the opportunity for capacity
increase when suitable techniques are deployed.

The problem with cell splitting is that small cells are often un-
desirable, as BSs and their interconnections to the wired back-
bone are typically costly. This problem can be overcome by
deploying wireless routers, possibly placed randomly, in lieu
of new BSs to establish a multihop wireless cellular network.
Fig. 1 depicts a network structure comprised of BSs, routers, and
terminals. In reality, selected mobile terminals may also act as
routers, provided that they possess the necessary routing and re-
laying functionalities. Here, for clarity and without loss of gen-
erality, we assume that the terminal and router functions are as-
signed separately to individual entities in the radio network, and
hence, a router will neither originate nor terminate traffic.

In this multihop wireless cellular network, traffic concen-
tration, both in the upstream and downstream, is higher near
the BSs due to packet relaying by intermediate nodes. Much
the same as in cell splitting, shorter distances in the multihop
structure result in a higher number of isolated links in space.
However, since cell splitting only provides a scaled version of
the original structure, capacity of an individual BS is not af-
fected. Therefore, in spite of achieving a higher number of links
when relaying is used, BSs still remain the bottleneck for system
throughput. To improve performance, additional processing of
information on the network is required in order to handle the
excess interference and to trade off the conserved power for ca-
pacity advantage. In [2], we have addressed this problem and
investigated through simulation the effect of deploying different
techniques in the physical, data link, and network layers on net-
work performance. We have shown that a combination of these
techniques can be used to translate the high power saving into a
multifold capacity increase.

This paper attempts to realistically model system throughput
and outage probability associated with this structure. For a re-
view of the architecture, signaling, and the forwarding mech-
anisms in multihop packet networks, the reader is referred to
[3], where issues surrounding self-organized networks has also
been discussed. In our modeling effort, we consider a direct-
sequence code-division multiple-access (DS-CDMA) system,
and analyze network performance for two forwarding strategies.
Our motivation is to gain a better understanding of the potential
capacity increase for multihop systems. We expect this effort to
also provide a performance benchmark for evaluating different
strategies and techniques in the physical, data link, and network
layers, and allow optimizing network parameters without the
need for time-consuming simulations.

The earliest investigations on performance modeling of a
multihop structure were based on time-division multiple-access
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Fig. 1. Network structure: base stations (BS), routers (R), and terminals (T) are distributed uniformly in the network. Terminals in a cell might transmit to a BS

in another cell based on the routing strategy.

(TDMA) pure ad hoc networks. The work reported in [4]-[6]
consider a structure in which all nodes are of the same type and
can relay the packets toward the destinations. The destination
for the packets of each node is another randomly selected node.
When the number of nodes sending packets to a relaying node
is increased, the relaying node’s probability of transmission
and the number of packets it transmits in each slot may also in-
crease. In these references, the probability of transmission and
the number of packets are assumed to be constants, independent
of network topology and forwarding strategies. Therefore, to
account for actual traffic, expected forward progress (EFP) has
been considered as the performance measure. EFP is defined
based on the relationship between the total system traffic and
the number of hops a packet traverses before it arrives at
the destination. It is the expected value of the product of the
distance a packet moves toward its destination in each hop and
the probability of its successful reception per hop. It should
be noted that although this measure is useful for comparing
some forwarding strategies, it cannot predict the exact network
throughput.

In [7], the same network configuration is used, and the work
has been extended to DS-CDMA, investigating optimum trans-
mission ranges. The paper assumes equal transmit power and
equal transmission probabilities for all terminals. The propaga-
tion model is based on path loss, and shadowing has not been
considered for calculating interference.

A considerable body of ongoing research is focused on the
detailed analysis of new techniques for performance improve-
ment in simpler architectures. Among recent work, [8] and [9]
discuss dynamic power allocation and routing strategies for a
pure ad hoc network considering time-varying channel states.
Papers [10] and [11] discuss the details of employing spatial
diversity techniques in multihop networks. The two diversity
techniques which are due to the availability of multiroutes
to destination and availability of multiple copies of packets
due to multiple transmissions are specific to the multihop
structure, and may also be deployed in the overlay structure.
Time-allocation strategies have been investigated in [12] and
[13]. All of the work above appears to be complementary to
our work.

In this paper, our focus is on developing a model to evaluate
upstream throughput, outage probability, and power consump-
tion in a multihop network with cellular overlay where routers
relay the packets until they arrive at any of the BSs. The novelty

of this work lies in considering the exact traffic of routers and
using network throughput as a performance measure, instead of
a related measure, such as EFP.

The paper continues in Section II by describing the net-
work structure, assumptions, and transmission scenarios. We
introduce two forwarding strategies for upstream transmissions
and discuss the complexity and expected system performance
for each of them. In Section III, we explain the method and
approach for derivation of the signal-to-noise-and-interference
ratio (SNIR) at the BSs. In Section IV, we calculate the proba-
bility density function (pdf) of the total received power at a BS
and describe the effect of forwarding strategies and shadowing
variance within the model. We derive the pdf of the received
power at each BS due to the transmission of one packet from
a random node, as well as the probability distribution function
(PDF) of the number of packets received at each node per time
slot. We then approximate the pdf of the total received power
based on calculations of moments. In Section V, we investigate
the accuracy of our model by comparing the analytical and
simulation results. Also examined in this section is the effect
of shadowing variance and varying node densities on network
performance. Finally, Section VI provides some concluding
remarks.

II. SYSTEM MODEL AND ASSUMPTIONS

A. Network Structure

The network assumed in this paper is comprised of BSs,
routers, and terminals. BSs are assumed to be in the center of
hexagonal cells with density per unit area Agg, while routers
and terminals are both distributed in the plane as a 2-D Poisson
point process with parameters A and Ar, respectively. Termi-
nals transmit packets with probability p; independently from
slot to slot. The upstream and downstream transmissions may
involve multiple routers, and therefore, routers must be able to
receive on all the channels on which they transmit.

Although it is possible to employ the same frequency for up-
stream and downstream, here we consider two frequencies to
operate in time-division duplex (TDD) mode (see Fig. 2) in-
dependently in each direction. In each frequency, time is di-
vided into fixed slots, equal to the packet transmission time,
and in each time slot, asynchronous CDMA is used as the ac-
cess technique. Inherent fading and the interference averaging
effect makes CDMA an attractive access scheme to achieve a
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Fig. 2. Packetrelaying in upstream or downstream, assuming terminals T1 and
T2 always have packets to transmit. In each time slot, neighboring routers are
assumed to be in different modes in order to be able to exchange data.

high system capacity and to implement simpler algorithms for
dynamic channel assignment. Nodes may send and receive on
several dynamically assigned spreading sequences. We assume
that there are always a sufficient number of spreading codes
available to be assigned to each node. BSs assign disjoint pools
of spreading codes to neighboring routers so that they can avoid
collision with other packet transmissions (for more information
on spreading-code protocols, see [14]).

Nodes within the range of a few hops are required to be
synchronized at the slot level in order to reduce packet col-
lisions. The routers alternate modes at the end of each slot,
hence, other nodes know when transmissions to them are pos-
sible. We assume that routers are in transmit or receive mode
independent of their locations with a probability of one-half,
and in each time slot, each router’s mode is known to all its
neighboring nodes in the network. Note that we do not consider
any optimization on transmission-mode selection, and when a
router needs to hand over to another router, it is responsible for
searching within the set of routers with complementary trans-
mission mode.!

B. Interference Model

In a wireless network, the radio channel is typically modeled
as the product of three independent components: fading, shad-
owing, and distance loss. We assume that the fading component
is fast fading, and is dealt with in the design of the encoder and
performance analysis of the decoder as it is accounted for in the
required symbol energy-to-noise-density ratio, Ej/Noefr.

ISome recent studies have proposed scheduling algorithms to achieve higher
achievable throughput in a variable slot duration and multirate network [15];
however, this is beyond the scope of this paper.
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The effect of the shadowing and distance-loss components
results in an attenuation that for a link length 7 can be expressed
as

zéx

Q(T7€7€z) = Tmlo%l(] 10

form>2¢*+¢2=1 (1)

where £ and €, are two zero-mean normally distributed indepen-
dent random variables with standard deviation ¢ describing the
decibel attenuation due to shadowing, and m is the propagation
exponent. We also assume that during the transmission of a data
packet, channel attenuation «(r, £, £, ) is fixed and is known both
to the transmitter and the receiver. Typical values for m and o,
based on experimental data, are 4 and 8 dB, respectively.

&, models the propagation loss local to the node (near field),
and so for a fixed source and different links, it has the same
value. ¢ models the propagation loss between the near field and
the destination, and it is independent for links with different des-
tinations. g can vary from zero, for the case of highly correlated
attenuations, to one, for the case of independent attenuations in
different directions. q and g, are typically considered to be equal
(for further discussion, refer to [16]). We also assume that the
spatial variations of the shadowing loss are white, so that shad-
owing loss for any two distinguishable links are independent.

The noise at a detector is due to constant background thermal
noise with power spectral density Ny /2, and interference is due
to all transmissions in the same time slot and frequency band.
We assume that the observed interference level at the detector is
fixed during the reception of each packet. As will become clear
in the next section, our model is independent of how packet suc-
cess rate and interference level are related. However, to simplify
the comparison of different scenarios, we consider the model de-
veloped in [17]. As shown in [17], for asynchronous DS-CDMA
using binary phase-shift keying (BPSK) with a rectangular pulse
shape, this interference can be modeled as Gaussian noise in
the chip level. If the received packet from the desired channel
has power F; and the total interference from other channels
sums to I, then the effective symbol energy-to-noise-density
ratio s/ Noeg at the detector is equal to [17]

E, 21 1\ !
= = +— 2
a Noeg (3LP0 o > )

where L is the processing gain, and p is equal to E /Ny at the
detector.

The probability of packet success is dependent on the coding
scheme. We denote the probability of packet success condi-
tioned on 1 as p, (). In our model, there is no specific assump-
tion on the rate-power curve; however, for simple comparison
among different scenarios, we consider the use of optimum very
long codes in the transceivers.

For the best very long codes, the function p, approaches a step
function at some value of u, u.. Therefore, we can write ps as

Ps\) = 7 .
W=7, gy > K(pe)

where K (p) = % (% - l%) . 3
0
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Again, for the best very long binary codes, the information
rate of the code can approach the Shannon capacity limit [18].
Assuming the receivers benefit from high diversity order, the
distribution of fading tends to follow a Gaussian distribution,
and therefore, the information rate of packets Rp, and p. can
be related by

1
Rp = 5 logy(1 + 2p.) b/s/Hz. 4)

C. Packet Forwarding Strategy

We define the sample space S as the set of all possible con-
figurations of the network and shadowing losses. We assume
that system mobility and shadowing variations compared with
packet time duration are quite slow, and thus the system can
reach steady state for each realization of S. Therefore, a sto-
chastic process can be defined by observing the traffic features
for any of these outcomes in time. The routing strategies we are
using determine the next hop based only on each outcome of S,
and so the steady state is not a function of the initial values of
the queue sizes of routers. Therefore, after a fixed time duration
proportional to the average number of hops, these stochastic
processes can be considered stationary processes. Since BSs
are fixed and terminals and routers are uniformly distributed
in the network, all outcomes in the sample space are equally
probable.

We assume an inverse channel power control is employed for
each packet transmission, and all the packets are received at their
direct next hop with the same power level. As itis shownin [19],
for mild fading conditions, the link capacity for all common
adaptation techniques are within 3 dB of each other. Note that
in this network architecture, due to the availability of multi-
route diversity, the probability that all links are severely faded
is diminished geometrically, and therefore, we can expect that
the channel-inversion scheme will perform very closely to the
optimal adaptation technique. However, this statement is only
valid when interference and power-control strategies are com-
pletely independent. We defer this discussion of optimum power
control to future work.

For each receiver, we use the terms intracell and intercell “in-
terference” based on whether a transmission is destined to that
receiver or not. In other words, to calculate the intracell inter-
ference at a receiver, we need to sum up the received power of
all the packets destined to that receiver. Since these packets are
all received with the fixed power Py, the intracell interference is
a discrete random variable equal to the number of packets des-
tined at the receiver multiplied by P,. The summation of the
received power from all other transmissions will result in total
intercell interference. Therefore, intercell interference is a con-
tinuous random variable.

Note that even if packets are generated independently from
slot to slot, intercell and intracell interference are not indepen-
dent. For example, consider a BS at the center of a cell. Re-
ceived traffic at each router in the cell is dependent on the spe-
cific outcome of S, and therefore, is correlated in consecutive
time slots. At the same time, the portion of transmitted packets
which create the majority of intercell interference at a BS in one
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Fig. 3. Density of packets at receivers versus distance to the center of the cell.

time slot contribute with a high probability to the intracell inter-
ference at that BS in the following time slot. Therefore, the inter-
cell and intracell interference in the current slot are correlated.
For this reason, to achieve higher accuracy in system modeling,
we are using two different methods for calculations of intercell
and intracell interference.

We consider two simple strategies for forwarding packets to-
ward the BSs and defer the discussion of optimum routing to
future work. The two types of forwarding are as follows.

* Minimum Path Loss (MPL): In this strategy, a transmitter
sends data on a link whose propagation loss is the min-
imum among the links to all possible next hops.

* MPL with Forward Progress (MFP): Consider the line
which connects the transmitter to its closest BS. Trans-
missions to the nodes in the half-plane whose border is
orthogonal to this line at the transmitter’s location and
includes the BS are considered to be transmissions with
forward progress. We also refer to this half-plane as the
forward progress region. In MFP, a transmitter searches
within this half plane for the next hop, and sends its
packets to the receiver for which the link propagation loss
is minimum.

In our forwarding strategies, we assume that nodes will
transmit only when their corresponding receivers are in receive
mode. Fig. 3 shows the simulation results for the density of
packets at receivers as a function of distance from the center of
the cell. For a low probability of error, the average density of
packets at a BS is the same as the average generated packets
per cell.

Now assume that there is a router located very close to a BS.
In these two forwarding strategies, there is no priority on se-
lecting a BS over a router, except that routers cannot be used
when they are part of a loop. Therefore, both in MFP and MPL,
when the router close by the BS is in receive mode, on average,
it will receive half of the total traffic directed toward the BS.

In MFP, the density of packets at a router decreases as its
distance from the center of the cell increases until it is zero at
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the edge of the cell. In MPL, on the other hand, due to backward
relaying, the density of packets at a router increases to the value
at the BS as its distance from the center of the cell increases.
For a large number of routers, we can assume that the average
density of packets at routers at different locations and at BSs are
equal.

We also assume that packets maintain a history of the hops
they have traversed, and therefore, by deleting the old routers
from their possible next hop list, a loop-free routing strategy
is obtained. Both in MPL and MFP, some of the routers may
transmit on links with higher propagation loss to avoid the loops.
This results in higher interference values and higher error rate
at routers, as compared with BSs. In the worst case, there are
routers which are completely blocked and cannot be used to
forward packets toward the destinations.

Methods to avoid the blocking of routers by neighbors have
been addressed in [20]. As shown in later sections, MFP has
much better performance than MPL. It should be noted that
practical routing scenarios will follow a similar packet-density
pattern as in the MFP case. Therefore, assuming that blocking
of routers has been sufficiently addressed, in practical routing
scenarios, since the traffic directed toward routers is much less
than the traffic directed toward BSs, the required multiuser de-
tection capability at routers is less than at BSs. We will, there-
fore, focus on the calculation of the BSs’ performance as they
are the throughput bottleneck, and assume there is no error due
to transmissions to routers.

The required path-loss information in the MPL case can be
obtained by assigning a pilot signal with fixed transmit power
to both routers and BSs. In MFP, location information is also re-
quired, which can be acquired by equipping all the nodes with
a global positioning system (GPS) receiver. In practical sce-
narios, the routes are selected based on the aggregate cost for
transmission to the final destination, and location information
is not required [21]. However, the two forwarding strategies in-
troduced in this paper are used to give a closed-form formula-
tion for achievable throughput as a function of different network
parameters. In MFP, since the direction of transmission is al-
ready known, the chance of creating loops is intrinsically much
lower than MPL. Therefore, there are fewer assumptions in the
performance calculations of MFP, and a more accurate result is
expected.

III. NETWORK PERFORMANCE MODEL

In this section, we develop a performance model based on
computing the probability distribution of the total received
power at the BSs and its approximation. All the probability
densities and distributions are calculated over the sample space
S of all possible network topologies and shadowing losses.
The performance measure of interest can be outage probability,
achievable throughput, or power consumption. We divide the
problem into different steps, and in each step, investigate the
accuracy of our assumptions.

A. Total Received Power

The distribution of the total received power at a BS is calcu-
lated based on the pdf of the received power from each trans-
mitted packet. However, we first discuss the dependency of the
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received power from different transmitted packets. There are
three sources contributing to this received power dependency,
as follows.

1) Transmission of packets from the same node: The trans-
mission rate of routers must be proportional to the ratio of
terminal density to router density in order to avoid con-
gestion. This requires allowing routers to transmit more
than one packet in each time slot. Similarly, when ter-
minals are allowed to transmit more than one packet per
time slot, each packet will cause the same level of in-
terference at all receivers. The complete dependency is
for those packets that are residing at the same node and
are transmitted to the same local destination with equal
transmit power.

2) Dependency of the received power to the network
topology: The received power due to the transmission
of each packet and the network structure are correlated.
In other words, as the received power levels due to the
transmissions of more packets are known to the receiver,
more information about the network structure is available.
It is also clear that the pdf of the received power from each
node is a function of its location statistics, and therefore,
knowledge of the received power from one node affects
the pdf of the received power from another node. Heuris-
tically, this is also a function of the forwarding strategy.
However, this correlation must not be very high, partic-
ularly when shadowing is present, and the forwarding
strategy is based on the path loss and not the distance loss.
This dependency becomes weaker as the variance of the
shadowing increases. For a very high shadowing variance,
the next hop for a packet is not dependent on the network
topology.

3) Correlation in the traffic of neighboring routers: As ex-
plained above, the received traffic at a router is propor-
tional to the number of nodes that have that router as their
next hop, and therefore, the traffic arrivals at neighboring
routers are correlated.

However, throughout this paper, we only consider the first
source of dependency, and investigate the effect of the other
sources on the accuracy of the analysis by comparing with the
simulation results. Our method models the system performance
at independent time slots. Since our basic assumption is inde-
pendency of the received power due to transmissions of different
nodes, the result will be more accurate for a Bernoulli traffic
source with no time correlation. However, if the traffic charac-
teristics for all the sources are identical, we can still find the
probability that each node in each slot has a packet to transmit,
and use this model to predict the performance.

If the density of routers is much larger than the density of
BSs, the total received power at any BS is mainly due to packet
transmissions from nodes in the same cell. Therefore, knowing
the distribution of the number of packets at each node, for cal-
culation of the received power, it is sufficient to assume that the
network is comprised of one BS with terminals and routers dis-
tributed uniformly around it in the infinite plane.

Consider a receiver centered in a circular region R, with ra-
dius a, and let H; be the received power at this receiver from the
ith transmitter located in this region. Therefore, Hy = Y ; Hi,
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with the summation over all transmitters in the region R, de-
notes the total received power, interference plus desired signal
power, at this node when a — oo. We derive the moment gen-
erating function (MGF) for H as follows:

E(etfm)y=FE (es 2 Hi)

— i e—a'raZ)\Tx (Wa’z/\TX)k
k=0

k!
x E (es 20 H

where “k in R,” is the event that there are k transmitting nodes
in region R,, and Ary is the average number of transmitting
nodes per unit area. For H;’s with identical distribution (routers
only or terminals only), as we have assumed that all H;’s are
independent of each other, we can write

kin Ra) (5)

o 2 k
E(esHT) — Z e—‘rraZ)\Tx (ﬂ-a k)"Tx) [E(eSHl)]k
k=0 ’
= exp (ra®Arx (B(e*1) — 1)) . (6)

We calculate the characteristic function of the received power
from routers and terminals separately, and multiply them to ob-
tain the characteristic function of the total received power. The
pdf of the total received power can be obtained by inverting the
characteristic function and using the inverse fast Fourier trans-
form to calculate it numerically. In the next subsection, we look
at an alternative method for a direct estimation of the pdf.

B. Approximation for Received Power Distribution

We use the Charlier series [22] as a general method to approx-
imate the pdf of the intercell interference based on the knowl-
edge of its cumulants and the derivatives of a known distribu-
tion. Let 1) (¢) be the characteristic function of the function ¥(¢),
and v, its cumulants. Similarly, let F'(¢) be the distribution to be
approximated, f(t) its characteristic function, and . its cumu-
lants. By definition, these quantities are connected by the formal
series

_ o (K = 7)(it)"
7(t) = exp (Z G =@ gy )

Integrating by parts gives (it)"1)(t) as the characteristic func-
tion of (—1)"W"(x), so the formal identity corresponds pairwise
to the identity

F(z) = exp (Z (“T_'V;#) U(z) (8)
r=1 '

where D is the differential operator.

Here, we expand the pdfs of the received power levels from
terminals and routers based on normal and log-normal distribu-
tions. Now based on the Charlier expansion, to calculate the pdf
of the total received power Hr, we only need to obtain the first

few cumulants of Hr. Let (k)72 denote the rth cumulants of
Hr, therefore

d’!‘
ds”

T

= dST (WGZATXE(GSHI)) |8:0
= N1 E (HY) ©

(ln E(etHr )) |s=0

Ky =

in which Ny = ma?Ary.

As a result, the cumulants of Ht can be calculated based on
the moments of the received power from one node. Letting a ap-
proach infinity, to calculate the cumulants of the total received
power, we only need to calculate the moments of H; up to the
order of 1/a?. Note that the first and second cumulants are, re-
spectively, equal to the mean and variance.

C. Performance Measure

The number of successfully received packets per time slot at a
receiver, N, is a binomial random variable with parameters ps,
the probability of packet success, and /V, the number of packets
transmitted to that receiver. This is because due to the inverse
channel power-control strategy, all these packets undergo the
same level of noise plus interference and are received with the
same power level. p; is a function of random variables N and
Hr, the total received power due to all transmissions. Then the
per-BS throughput «, in terms of b/s/Hz, is given by

= — E(N,) = E(E(N,|N, Hr) = E (Np,(N, Hr))
(10)

where the inner expectation is over all different codewords,
while the outer expectation is over different outcomes in the
sample space .S when in steady state. 1, and L are the infor-
mation rate per packet and processing gain, respectively.

Based on the assumption that received power levels at a re-
ceiver due to the transmissions from different nodes are inde-
pendent, (10) can be simplified as

1L S ME (pafn, Ho)IN = ) Pr(N =)

R, (11

n=1
Again, for the best very long codes, we can further simplify
this formula by substituting (3) into (11) and obtaining

[K(pe)]+1
L Iin erce.
= n Pr [ fercell

R, Po

<K(pe)+1—n|Pr[N=n)]
n=1

12)

where Iipiercen 18 the intercell interference, and Py is the fixed
required received power at the BS. We have also replaced Hp
by NPy + Lintercenl- Since packets are received with the same
power level, outage probability can be defined as the percentage
of slots where the BS cannot successfully decode any packet

(Hr — )

Powy =P
t r 2y

> K(pe) 13)
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Assume a node is transmitting A, packets in a time slot on
a link with attenuation a(r, &, &,.). Since the required received
power is a fixed value P, the average consumed power per node
can be obtained as

(az(In10)/10)2 52
2

E [POAprmlo%] .
(14)

Pr=FE [POApa(r7€7fx>]:e

IV. PROBABILITY DENSITY FUNCTION OF INTERFERENCE

All the performance measures discussed in this paper can be
calculated by knowing the pdf of the total interference. In this
section, for each forwarding strategy, we first calculate the in-
tercell interference pdf and the intracell interference PDF sep-
arately, and then use these functions to estimate the pdf of the
total observed interference at a BS. Note that the procedures
for calculating the received power from terminals and routers
are the same, except that the density of packets at terminals and
routers is different.

A. List of Parameters Used in Analysis

Py The fixed power level which is required for each
packet to be received at its immediate next-hop
decoder.

Ar Density of terminals per unit area.

AR Density of routers per unit area.

A, A random variable describing the number of
packets to be transmitted in a time slot from a
node. For terminals, this is equal to p;, and for
routers, it should be obtained based on the deployed
forwarding strategy.

N A random variable which denotes the number of
packets transmitted to a receiver in a time slot. For
low probability of packet loss, IV at a time slot ¢ and
A, at the time slot ¢ + 1 are equal for routers.

Arx Density of the transmitting nodes per unit area.
To obtain the pdf of intercell interference due to
transmissions from terminals and routers, this will
be set to Ay and A /2, respectively.
ARx Density of routers in receive mode per unit area.
Due to random mode selection, it is equal to Ag/2.
Dt Transmit probability of each terminal per time slot.
H; Received power at the BS in the center of region R,, .
Hr Total received power at the BS in the center of

region R,.

B. MPL With Fixed Received Power—Intercell Interference

Assume Ay is the density of the transmitting nodes per unit
area. Our model for this forwarding strategy is based on the
following two assumptions whose validity were discussed in
Section III-A:
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Fig. 4. Interference due to a source which is located at a distance ro from the
center, and transmits to a local host at distance r;. £y and £; are the far-field
decibel attenuation due to shadowing on these two links.

* the statistics of the number of packets that each node trans-
mits in a time slot is independent of the node’s distance
from the center of its cell site;

* the interference observed at a receiver due to the trans-
mission of one packet from a node is independent of the
number of packets buffered at that node.

Once again, consider the circular region R, with a BS, iden-
tified as node 0, located at its center. Let rg be the distance of
a node 4 from the center of the region, and r; be the distance
of this node from its immediate next hop, identified as node 1
(see Fig. 4). Also, let &y and &; denote the far-field decibel at-
tenuation due to shadowing on these two links. Note that due
to the inverse channel power-control strategy, near-field shad-
owing attenuation does not affect the calculation of interference,
and therefore, for simplicity, we define the link attenuation on a
link j as o(r;, &) = r1096/10,

Let us denote by A, the number of packets at this node’s
buffer in each time slot, and by Fp the required received
power for each packet at its designated receiver. Note that
P, is the same for all receivers in the network. Therefore, if
we normalize all the power levels to Py, the received power
H; from node 7 at the center of the cell can be written as
H; = Ap(rl/ro)mlO‘I(f‘ —£0)/10_

By introducing the new random variable U = (r1/r9)
109(€1=€)/10m " the received power H; can be simplified as
H; = A,U™. Now, using the independency assumption, the
cumulants of H7 can be calculated based on the moments of
U and A,. In this section, we obtain the pdf of U and leave
the calculation of the PDF of A, to the section on intracell
interference calculation.

To calculate the pdf of U, we start by obtaining the joint pdf
of (ro,&0,71,&1). Since far-field components of shadowing are
independent of each other and of locations of receivers, the joint
pdf of (rg, &o,71,&1) can be expanded as follows:

27‘0

o) = (22) F@) €0 o 0. 6) (15)
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where the first term is the probability that node 7 is located at
distance ro from the BS.

Consider the transmitter node 7 in Fig. 4 to be located in the
center of a circular region R, with radius b. Let A;, j = 0 or
1, be the event that conditioned on (g, &, £1), the transmitter
selects node j, located at distance 7; from it in region I, as its
next hop. In other words, the propagation loss from the trans-
mitter to receiver 7 is minimum among all other links. Based
on our assumption for routing strategy, f(r1|ro,&o,&1) can be
written as

f(rilro, &0, &) = blggo 21 Arxr1 Pr[Aq]1

x (a(r1,&1) < a(ro, o))
+ Pr[Ao)8(r1 — o) I (€1 = &)

in which Agy is the density of receivers, §(-) is the Dirac delta
function, and I(-) is the indicator function which equals 1 only
when its argument is true, and otherwise equals 0. Then (see
[20] and [23])

(16)

Pr[A;] = exp (7b*Arx (Pr[a(r;, &) < ar, &)] — 1))
7)
where (7, &) denotes the link parameters between a random
node in R and the source. This formula can further be simpli-
fied as

Pra(ry, &) < al(r, &)]

S|

@—ﬁﬁi

b 8 5
Tl
Z/Q - 7
0

where 3 = ¢In10/10 and Q(z) is the standard Q-function
Q) = [Z(/VER)e Pk

Defining ¢t = (§; — mIn(r;/r;)/F)/0o and integrating by
parts, we can write

(18)

lim b? (Pr[a(ry, &) < a(r, &)] = 1)

b—oo
b
. 21b 2 2 dc?(t)
sy (it 1) [ 20,

|
e

8=
o
O
+

28¢5 2p2%02
_ 2 <
=-—rje ™ e m?

19)

The first term in the limit2 has been removed based on the
inequality Q(z) < (1/2)e~* /% for z > 0.

Finally, the pdf f(r1|ro, &0, &1) is obtained as

28¢&;

232 52
f(rilro, €o,&1) = exp <—W/\RXT%6 moe m? )

X (2mArxr1] (@(r1,&1) < (7o, o))
+6(r1 —70)1(&1 = &o)) - (20)
Now, substituting u defined as u = (r1/ro)exp(8(& —
&p)/m) in the above formula, we can obtain

f(ulro, &, &1)

2,2 26%¢2
=exp | —TArxrgue ™ e m?
X (1"0 exp <—M> X 2T ARxUTQ
m

xe P (w < 1) + (u — 1)) . @)

Note that the Jacobian term does not change the §(u—1) term.
Now, by integrating out 7 from f(u, 9|0, &1 ), the distribution
for w is obtained as

2
fu(uléo, &) = mé&o + 260% + m§1>

2
N exp <—2[3 2

1
xI(u<1)+ exp <—2ﬂ
NRX

X5(u—1)+o<%>

in which Ng, = Agrswa® and o(k(a)) is equivalent to
lim, o (0(k(a))/k(a)) — O.

It is easy to show that for calculation of the moments of inter-
ference, the second terms in the above formulas do not affect the
final results. Therefore, hereafter we remove these terms while
keeping in mind that without them, the integral of f will not
equal 1. Integrating out &y, &1, we see that interestingly, the re-
sult is not a function of shadowing variance. However, as dis-
cussed earlier, higher shadowing variance results in a more ac-
curate model due to reducing the dependency between the re-
ceived power from different nodes. Therefore

mé&o +/302>

m2

(22)

folu) ~ 2= 1)
N Rx
The first term in the above formula contributes to the total
intercell interference, and the second term to intracell interfer-
ence. The cumulants of Hr in the limit as @ — oo are obtained
as

(23)

k1, = N E (HY)
= N2 (ALU™) = Ny B2 (AR) E(U™)

1
=F (A’;) alingo Ny /UMka(u)du

0

ATx
—p (g 1

mk

1
(1—{— 1) for k > 1 and m > 2.

(24)
Note that the average of the total interference is linearly de-
pendent on Ay /ARx.
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C. MFP With Fixed Received Power—Intercell Interference

For the MFP case, the difference from MPL is that the next
hop candidates for each transmitter are the nodes in the forward
progress region. Thus, the solution is a simple extension of the
case of MPL with fixed received power. Therefore, we only ad-
dress the steps that are different from the MPL case. We assume
that the density of packets at a router is only a function of the
distance of the router from the center of the cell. Therefore, the
received power H; from the source in Fig. 4 can be written as
Hi = Ap(To)Um.

Consider the source node in Fig. 4 to be located in the center
of a circular region R}, with radius b. The search in the half-plane
modifies the calculation of f(rq|rg, &g, &1) as follows:

.f(’rl |T07 507 fl)
= bll)n;o mARxT1 Pr[A1]T (a(r1, &) < a(ro, &o))

+Pr[Ag]6(r1—70) (€1 =£0)
PI‘[Aj]

(waARx ) k
b2 ARy
=) 2 ) pr[A;lkin B}

= Z e_ 2 T
T 2
_ exp(—ARx (Prla(ry. &) <alri, &) 1)) 25)

where “k in RZF” is the event that there are k other transmitting
nodes in the forward progress region R;}", and (7, &) denotes
the link parameters between each of these nodes and the source.
Following the same steps as in the MPL case, calculation of
f(ulro, &o, &) will result in

F(ulro, €0, €1) = exp <—H-Aerguze”$°ezif )
2 _
m

x I(u < 1)+6(u—1)). (26)

For calculation of the moments of H; in the limit as a — oo,
the difference from the MPL case is that the density of packets
at each router is a function of distance rg

ki = NtxE (HY) = N0 E (E (Aﬁ(TO)UmkVO))
= N1xE (Ap 1 (ro) E(U™|ro))
= NpyE (A 1(10)U™) (27)

where A, (7o) is the kth moment of the density of packets at the
source when it is located at distance rg. Therefore, for moments
calculation, the modification of the MPL case is only to weight
fu(ulro, &o, &) by Ap (o) and integrate out 7, §o, and &. We
denote this new function by gy (+)

gu (ulro, &o,&1) = /\p,k(TO)fU(u|T07£07£1)~

A simple formulation results if we approximate A, (7o) by
A, exp(—(7/2)Arxlrd), in which we have assumed that the

(28)
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number of packets at different nodes follow the same pattern,
and A, is the random variable associated with the number of
packets at the receiver located by the BS at the center. [ is an
adjustment parameter which is a function of the nodes densi-
ties and will be calculated in the next subsection. If transmitting
nodes are terminals, [ will be set to zero, as their incoming traffic
is not a function of distance. Approximating each cell by a cir-
cular region with radius r., we have 7r7’3 = 1/Aps. Then

400 a
o(uléo) = [ [ Abtro)fu(ulro.éo,0)F(ra) (€ drode,
—oo 0
méo+B0°
_ 4N wexp (2/3 pros: > u<1)

NRX (u2 exp (2/8m£07:_2'302) + “{I)

2Ak 1
+ =2 _ S(u—1

NRx exp (2/Bm§0n-l|—2602) Sk (u )
+o<;>. 29)

And finally, substituting this formula in (28) yields

)\T)\

Ak
B (1) 3
1

1

2
+_£ exp (2678057 ) + 1

This shows that unlike the MPL case, the interference is a
function of shadowing and will decrease as shadowing variance
increases, on condition that we are using perfect power control.
Using this formula, the cumulants of the received power can
easily be calculated numerically.

R =

4ueXp 2ﬂm§°+ﬁa )

- dudg,
u? eXp 2[3m£°+ﬂ"2 ) + lk)

d€o

D. Density of Packets at Routers/BSs—Intracell Interference

So far, we have calculated the pdf of the total intercell in-
terference based on the assumption that received power due to
different nodes are independent. However, this assumption be-
comes weaker for the routers which are only one hop away from
their cell’s BS. For example, it is clear that as the number of
these routers increases, the number of packets that each of these
routers relays to the BS reduces. Therefore, we only use the in-
dependency assumption for intercell interference, which, as de-
fined previously, is due to nodes being more than one hop away
from the BSs. In this subsection, we complete the calculation of
the total interference level by obtaining the density of packets
destined to routers and BSs in each time slot.

Let us first consider the case of MFP. In this strategy, the final
destination of the packets from each terminal is always the BS
in the same cell. Therefore, for each BS, in each time slot, a
Poisson number of packets are generated. With no buffering of
packets at terminals and the fact that the next hop for each trans-
mitting node is only determined based on the instance of link
loss matrix, the generated packets from a terminal will traverse
no more than two distinct paths before they reach their BS. Due
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to the independency of transmissions from slot to slot, in two
consecutive time slots, the probability of receiving a packet at
the head of the route is equal to the probability of forwarding
one packet from the tail of the route. In other words, in any two
consecutive time slots, each route forwards one packet to the BS
with probability of p;.

Thus, in the steady state and for two consecutive time slots,
the total number of packets generated in one cell and the total
number of packets delivered to the BS have the same probability
distribution.

Also, note that if the path involves a router, there is no prior
knowledge on which time slot the packet is delivered to the
BS. Therefore, for all the transmissions that are forwarded by
routers, the density of packets received at the BS in one time
slot, denoted by Z, conditioned on the total number of received
packets in two consecutive time slots, denoted by X, has a uni-
form distribution in the range of 0 and X = z. Thus

Pzix(z|z) = iI(O <z<um). (30)

Simulation results suggest that a simple accurate formula is
obtained if we assume that the number of packets transmitted
on terminal-BS links and the number of packets transmitted on
router-BS links are independent. One can expect to obtain con-
siderably more accurate results for a high density of routers,
where the probability of terminals transmitting directly to the
BSs is rather low.

Let Nt be the number of terminals in a cell that transmit to
the BS through routers. If we denote by pps the probability that
aterminal transmits directly to the BS in a cell, N has a Poisson
distribution with mean (1 — pgs)Ar/Aps. Due to limited node
mobility in a slot time scale, the number of terminals in each cell
in consecutive time slots remains almost constant. Therefore,
the total number of packets received at a BS, through routers in
two consecutive time slots, conditioned on N7, has a binomial
(2N, p;) distribution.

Now, to complete the calculation of the PDF of Z, we need
to calculate pps. As an approximation, consider the case where
there is no shadowing loss, and that a transmitter searches
among the nodes that are closer to the BS and selects the one
whose link loss is minimum. In this case, the probability that a
node at distance o from the center of the cell transmits directly
to the BS in that cell, pgg(ro), is the same as the probability
that the node cannot find a router in that region. Thus

o

2

_4)\Rx /
0

= exp (—1.28Apx7g) = exp (=CArxrg) (31)

pBs(T0) = exp 2rox — x2dx

where C' = 1.23, and ppg is calculated readily by integration
over ry.

And finally, from the previous section, it still remains to cal-
culate parameter [. To calculate [ in A, (7o), we use the fact that
for a low probability of packet loss, the mean of the total in-
tracell interference must equal the average number of generated
packets per cell in each time slot. We assume that the density of

packets at routers located at different distances from the center
of the cell has the same distribution with different averages.

Approximating a cell by a circular region with radius r., the
average number of packets destined to the BS which are trans-
mitted from routers is obtained as

Te

AR ATp: 2 2ro
Phms 2 /exp ( CArxrg(1+ l)) dro
0

C

Loy 1
VPR e Te) W )
x 0.

since exp (—Cr2l\rsx)

(32)
Also, the average number of packets destined to the BS

which are transmitted from terminals is approximately equal to
(Arpe/ABs)(1/CArxr?). This implies

ATpr _ PiATAR 1 Arpe 2
ABS 4)‘2BS CAR(;'H)’% ABS C)\RT(_?
AR CAr 1 C
An _ Cn 4 gy 1_¢
_ 2 s 2 s
=1l = %—ZABS l_>)\R—>oo ?
=0.28. (33)

For the MPL case, we use an approximate model based on a
combination of Poisson random variables. In this strategy, the
number of terminals and the number of routers that are trans-
mitting directly to the BSs are Poisson random variables with
parameters A\ = (Ar/Ar/2 + Agg) and \. = (Ar/2/Ar/2 +
ABs), respectively. Therefore, the density of packets at a given

BS, A;BS , can be written as

AP = Z AR v M (34)

where A( )5 are the density of packets at routers which are
transm1tt1ng to the BS, and N and M are Poisson random vari-
ables with parameters A\, = (Agr/2/Ar/2 + Ags) and \; =
(ptAr/AR/2 + ABS), respectlvely As has already been dis-
cussed, in this case, NV and Ap R)5 are quite dependent.

To find a simple result, in the right side of (34), we as-
sume that A,() ) has a Poisson distribution with parameter
Ap = (ptAr/ABs), which is the average number of packets at
each router. Now assuming that A( ) s, IV, and M are indepen-

dent random variables, the MGF of A(B

(M) =B <z2?_1 ) B(:M)
—E (E (ZZZVI A A7 n)) E(:M)
-F (E (zAif”)N) E(zM)

exp (,\T (E (zA(PR)) - 1) + Az — 1))

= exp (,\T (e*v(z—n - 1) (2 — 1)) . (35)

The moments of A,(OBS) can be calculated by differentiation

with respect to z.

can be obtained as
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V. ANALYTICAL AND SIMULATION RESULTS

A. Summary of Assumptions

In this subsection, we have listed the major assumptions
made for mathematical tractability. We have discussed during
the course of analysis that all these assumptions are heuristically
justifiable. In addition, as will be seen in the simulation results,
these assumptions do not invalidate the derived closed-form
formulas.

 Intercell interference due to transmissions from different
nodes are considered independent.

» The density of routers is much larger than the density of
BSs, so that the total received power at any BS is mainly
due to packet transmissions from nodes in the same cell.

* The probability densities of intercell interference due to
transmissions from terminals and routers have been
approximated by normal and log-normal densities,
respectively.

» The density of packets at routers located at different dis-
tances from the center of the cell has the same distribu-
tion with different averages. This average is assumed to
be a fixed value in the MPL case and an exponentially de-
creasing function of distance from the cell center in the
MFP case.

* The number of packets transmitted on terminal-BS links
and the number of packets transmitted on router-BS links
are independent.

» Density of packets at each receiver is calculated for small
probability of error.

B. Simulation Model

For the simulation environment, we have considered a reg-
ular mesh of 50 hexagonal cells with sides of size unity. 50 BSs
are located at the center of the hexagons and the performance
parameters are measured at the central cell. All the other den-
sities in the graphs are normalized to the number of BSs. For
each network topology, we run the system for 2\ g/ Agsp: time
slots before we assume a steady state has been reached. Once
in the steady state, 1/p; time slots are used to measure the per-
formance parameters at the central cell. The system is rerun for
new topologies, and performance parameters are updated until
for each parameter, the variation in two consecutive runs is less
than 1%.

C. Results

In this section, we look at the performance measures for the
different forwarding strategies and investigate the accuracy of
our assumptions by comparing the analytical and simulation re-
sults. The single-hop scenario and the effect of shadowing on
the accuracy of our model has been discussed in [20].

The effect of shadowing can be both constructive and destruc-
tive. On one hand, it may result in a higher transmit power level
on the desired link causing higher interference for other links,
while on the other hand, it may block the undesired signals at
certain receivers, resulting in a better decoding performance. In
other words, it may result in better spatial diversity available
through multiroute.
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As we observed in the derivation of the interference pdf in the
MPL case, the results were not a function of shadowing. How-
ever, note that the validity of the independence assumption is
still related to the shadowing variance. For higher values of the
shadowing variance, the received power levels from different
nodes are less correlated, and so the variance of interference is
lower. In other words, for more severe shadowing, system per-
formance improves conditioned on perfect link-loss information
being available to the transmitter. This result is also valid for the
MEFP case, as was seen in the derivation of the interference pdf.

A similar observation has been reported in [10] where the
authors show that in a pure ad hoc network with slow fading,
channel-adaptive routing techniques can benefit from the varia-
tion of fading losses over different channels to route traffic along
a higher capacity path, achieving a type of spatial waterfilling
with better overall throughput.

We first compare the analytical and simulation results for
the pdf and complementary cumulative distribution function
(CCDF) of the total intercell interference. Figs. 5 and 6 show
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that the error is less than 10% in the calculation of mean and
standard deviation of the intercell interference.

Fig. 7 shows the error in BS throughput, -y, as defined in (11)
for different terminal densities. For each value of A, we obtain
the required processing gain L to keep the outage probability, as
defined in (13), equal to 0.01. It is seen that for higher densities
of terminals, results are more accurate. For low densities, the
network is underloaded and has lower throughput.

We compare in Fig. 8 the simulation results for the CCDF of
the total interference at a BS for the three cases of MPL, MFP,
and NR (no routers). As seen in the figure, the average interfer-
ence for the two cases of MFP and NR are almost equal; how-
ever, due to randomness in locations of routers and also variance
in the number of packets which routers relay, MFP has much
higher interference variance. In other words, the throughput of
the cellular network without using routers is better than in the
other two cases. One way of comparing the throughput for these
three cases is to calculate the required processing gain L for a

Aps=1,27=30, p, = 1,0 =8dB,m =4, MFP
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Fig. 9. Normalized total consumed power for different values of router density.

given outage probability. To achieve a fixed outage probability
of 0.01 for these three cases, when p. is equal to 3 dB, pro-
cessing gain L in MFP and MPL must be 27% and 120% higher
than the NR case, resulting in the same percentage reduction in
network throughput.

In Fig. 9, we compare total system power consumption as a
function of probability of transmission p; for different values
of Ar. Case Ag = 0 is for the structure without routers, and
case Agp = 50 is a good approximation for the structure where
all terminals have the capability to retransmit the data. Power
consumption for the case of all routers in comparison with the
case of no routers is lower by a factor of 40. Using capacity-en-
hancing techniques at the physical, link, and network layers, we
can benefit from the reduced transmit power due to multihop op-
eration and further trade off power for additional capacity. For
example, using higher efficient links for connections between
routers and BSs will decrease the excess interference due to re-
laying packets, and routers act like stand-alone BSs, resulting
in a capacity increase proportional to the ratio of the density of
routers to the density of BSs.

VI. CONCLUSIONS

In this paper, we have analyzed and modeled the upstream
achievable throughput in a multihop packet CDMA network
with cellular overlay for two forwarding scenarios. The pdf of
the total received power has been obtained based on the inter-
cell and intracell interference contributions. We observe that the
probability density of intercell interference due to transmissions
from terminals and routers may be approximated by normal
and log-normal functions, respectively. In both the MPL and
MFP forwarding scenarios, assuming ideal power control, log-
normal shadowing improves the system throughput and also re-
sults in lower error in analysis. In both the MPL and MFP cases,
adding routers to the cellular CDMA network results in the re-
duction of the network throughput due to a more random struc-
ture. Although the throughput is reduced slightly, introducing
routers without increasing the complexity of receivers/transmit-
ters yields multifold savings in the system power consumption.
We have illustrated that adding randomly located routers in the
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current cellular networks with a density of 10 routers per cell,
MFP can achieve an order of magnitude in power saving at the
cost of reducing the throughput only by 27%.
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