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SUMMARY This paper considers optical transport and
packet networks and discusses the constraints and solutions in
computation of traffic engineering paths. We categorize the con-
straints into prunable or non-prunable classes. The former in-
volves a simple metric which can be applied for filtering to de-
termine the path. The latter requires a methodic consideration
of more complicated network element attributes. An example of
this type of constraints is path loss in which the metric can be
evaluated only on a path basis, as opposed to simply applying
the metric to the link. Another form of non-prunable constraint
requires adaptation and common vector operation. Examples
are the switching type adaptation and wavelength continuity, re-
spectively. We provide possible solutions to cases with different
classes of constraints and address the problem of path compu-
tation in support of traffic engineering in multi-layer networks
where a set of constrains are concurrently present. The solutions
include the application of channel graph and common vector to
support switching type adaptation and label continuity, respec-
tively.
key words: Multi-layer Networks, path computation, chan-
nel graph, routing, optical networks, Ring networks, ROADM,
DWDM.

1. Introduction

Packet networks using an underlying optical transport
network are to provide a high degree of flexibility and
economy if multi-layer switching capability is deployed.
The switching technologies include but are not limited
to layer 1 switching such as wavelength (lambda) wave-
band and fiber switching; layer 2 switching such as Eth-
ernet and cell switching; sub-layer 3 or label switching
such as Multi-Protocol Label Switching (MPLS), and
layer 3 switching such as packet (e.g., Internet Proto-
col, IP) switching. All the above switching types of
layer 1 may be modeled in space and time, while all
switching types above layer 1 may be viewed as packet
filtering. Nonetheless, in general a realization of these
switching types within a network requires consideration
of the specific type of switching on a per port basis at
each node, hence adding a level of complexity to the
network for multi-layer switching. This complexity to
some extent can be mitigated through use of a control
plane; one such control plane is the IETF developed set
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of standards under Generalized MPLS (GMPLS) [1].
GMPLS has the potential to become an integral

part of Internet core networks [2] by providing end-to-
end control, provisioning, protection and restoration in
heterogeneous transport networks. The transport net-
works are already incorporating to a degree network au-
tomation and self-actualization. This is indeed needed
to simplify bandwidth procurement, provisioning and
management. Due to close interaction between these
functions in transport network and packet networks to
establish a traffic engineering (TE) path, a common
control plane becomes increasingly an attractive propo-
sition.

Link state protocols such as Open Shortest Path
First (OSPF) has been enhanced to provide all the re-
source availability information of a TE-link. Therefore
a single Traffic Engineering Database (TED) that in-
tegrates the latest topological and network state infor-
mation is available for the Path Computation Element
(PCE) [3] to search an optimal end-to-end path effi-
ciently.

Multi-Region and Multi-Layer networks (MRN/MLN)
are introduced in [4]. A region is defined as a switching
technology domain and MRN is defined as a network
of multiple switching types. MRN/MLNs bring in the
switching capability constraint. In MRN/MLN, mul-
tiple switching technologies coexist and an LSP will
traverse networks with different switching capabilities.
Packet Switch Capable region (PSC), Layer-2 Switch
Capable region (L2SC), Time Division Multiplex capa-
ble region (TDM), Lambda Switch Capable (LSC), and
Fiber Switch Capable (FSC) have so far been defined.
All the resource availability information is integrated
into a single Traffic Engineering Database (TED) and
GMPLS provides a comprehensive framework to con-
trol the cross-layered Label Switched Path (LSP) setup
through vertical and horizontal interaction and inte-
gration in MRN/MLN. Therefore, efficient and optimal
path computation across the whole MRN/MLN is en-
abled.

MRN/MLN may consist of single-switching-type-
capable Label Switching Routers (LSR) and multi-
switching-type-capable LSRs as defined in [4]. Simplex
node and hybrid node are two types of multi-switching-
type-capable LSRs, where simplex node is defined as a
network element with different switching capabilities,
but each interface has only one switching capability,
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Fig. 1 Sample Multi-Region Network Topology

and hybrid node means that one interface of a network
element have multiple switching capabilities, and thus
can adapt between different switching types.

Figure 1 is a sample network topology which con-
sists of three regions, i.e., L2SC, LSC and TDM. All
nodes are hybrid nodes except that node 6 is a simplex
node.

A Network Graph (NG) with n nodes and m links
is defined by a digraph G = 〈V, E〉, where V is the node
set {v1, v2, . . . , vn} and E is the arc set. If a directed
link connects the the head node vj ∈ V to the tail
node vk ∈ V and vj 6= vk, we define the link as ei

jk ∈
E, where index of the link i = {1, . . . , m} and we use
the ordered pair 〈vj , vk〉 to represent the connectivity.
Each switching type sx on 〈vj , vk〉 can be denoted as
〈vj , vk, sx〉.

A Channel Graph (CG) can be viewed as the dual
of an NG. A node in the NG will be translated into sev-
eral arcs in the CG, and 〈vj , vk, sx〉 in an NG will be
translated into a node Njkx in the CG. The construc-
tion of the CG yields a one − one mapping of an LSP
in NG into a path in the CG. We define H = 〈N, A〉 as
the CG transformed from NG, where N is the node set
and A is the arc set.

In this paper we consider multi-layer networks and
focus on constraints in traffic engineering path compu-
tation and solutions to support them. In the next two
sections we discuss constraint classes of prunable and
non-prunable and their solutions. This is followed by a
discussion of channel graph and common vector for a
non-prunable category of constraints referred to as ad-
ditive and non-additive. Subsequently, we discuss the
solution based on channel graph for path computation
and its complexity. Finally, we provide some conclud-
ing remarks.

2. Constraints in Path Computation

Cross-layered search of path and the nature of the opti-
cal network add new constraints to the PCE. We sum-
marize the constraints into two areas, i.e., prunable and
non-prunable constraints.

Prunable metric means that the solution to such
constraints is a simple filtering. All the network ele-
ments that do not have required features will be pruned
before a path searching process. Bandwidth require-
ment is an example of prunable constraints.

Non-prunable constraints include the following two

categories: additive constraints and non-additive con-
straints. Examples of additive constraints are attenua-
tion and dispersion request of an optical signal. Wave-
length continuity and its more general form referred to
as label continuity and switching type adaptation are
examples of non-additive constraints.

Label continuity constraint is different from the
switching type adaptation in nature. In Multi-Region
Networks (MRN), some network elements are multi-
switching capable and they can adapt from one switch-
ing type to another. Unlike the wavelength conversion
that can generally translate any incoming wavelength
on any incoming fiber to any outgoing wavelength on
any other fiber, adaptation function of multi-switching
capable LSRs is interface specific and generally, the
adaptation cannot be done from any particular switch-
ing type to any other particular type on an interface.

3. Prunable Constraints and the Solution

Prunable constraints include but are not limited to
bandwidth requirement, policy constraint or protection
requirement.

Some administrative policy may require that cer-
tain network resources should not be used for path
setup. SRLG can also be a prunable constraints in
such a way that the nodes and links of the same SRLG
should not be used when searching disjoint paths.

Ref. [5] discusses a disjoint path selection scheme
with Shared Risk Link Group (SRLG). Suppose that
two optical paths, which are treated as different IP
links in IP layer, share the same fiber using different
wavelengths. We say that the two IP links belong to
the same SRLG. If failure occurs at the fiber, both
IP links will fail at the same time. Therefore, when
we compute node/link disjoint paths, SRLG, which in-
cludes the lower-layer information, must be taken into
account.

A solution to prunable constraints is known as
CSFP (Constrained Shortest Path First), which is an
extension of Dijkstra’s algorithm. Link state protocol
such as OSPF and IS-IS can broadcast the resource
availability, such as residual bandwidth information of a
link, based on which Path Computation Element (PCE)
can build the TED. When an LSP setup request with
the bandwidth requirement is made, the PCE can prune
the links without sufficient bandwidth before running
Dijkstra algorithm. CSPF can also be used to solve
policy constraints or SRLG constraints, i.e., to pruned
the restricted resource before path searching. Ref. [6]
also uses a k -shortest path algorithm as the solution to
SRLG.

4. Non-prunable Constraints

Not every network element in an optical network pro-
vides O-E-O conversion along the lightpath. In such a
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network, Routing and Wavelength Assignment (RWA)
is subject to many constraints categorized either as ad-
ditive, or as non-additive. Certain constraints, such as
wavelength continuity, switching capability and band-
width requirements, are non-additive, while constraints
such as attenuation and dispersion are additive. These
constraints make the lightpath setup in an optical net-
work very different from circuit setup in a traditional
circuit-switched network.

4.1 Additive Constraints

In DWDM networks, with the increase of bit-rate and
the number of wavelength, and with the reduction of
the channel spacing, optical impairments have a more
significant impact on the routing scheme.

Typical constraints are attenuation, in which sig-
nal strength is reduced due to absorption and scat-
tering; dispersion caused by dissimilar speed of wave-
lengths during light ray propagation; and inter-channel
cross-talk due to the reduction of signal spacing. Con-
straints on attenuation, dispersion and delay are addi-
tive. Optimization of all the additive constraints at the
same time is an NP-hard problem.

4.2 Non-additive Constraints

In this section we discuss the non-additive constraints.
These include constraints such as label continuity (for
example wavelength continuity in all-optical networks)
and switching capability.

4.2.1 Label Continuity Constraint

Label continuity is important at least in two cases.
First, wavelength continuity which is a non-additive
constraint in all-optical networks where wavelength
translation is not present at every or certain nodes
across a path. For nodes without wavelength transla-
tion capability, the incoming wavelength and outgoing
wavelength along the same path should be the same.
Another case is the problem of global VLAN tag where
a path should maintain its VLAN tag at the nodes
across a path. In such networks, the label swapping
is not available at every or certain nodes.

This constraint is considered to be non-prunable
because we cannot delete those links without the re-
quired wavelength. Such links can also be part of the
lightpath after wavelength translation occurs in some
intermediate nodes.

4.2.2 Switching Capability Constraint

The switching capabilities of a node will be advertised
in its TE-link LSA. This LSA contains Interface Switch-
ing Capability Descriptor (ISCD) and Interface Adap-
tation Capability Descriptor (IACD). IACD describes

how different switching types can be adapted in this
node.

An LSP request can specify 10 Gbps end-to-end
connection with L2SC from node 1 to node 7. In this
case, we cannot simply prune those links without L2SC
because we can adapt the switching type in the interme-
diate nodes to LSC or TDM. We must also guarantee
that when the flow reaches destination node, it must
have been adapted back to L2SC.

An optimal path in MRN/MLN can be non-
elementary, i.e., a simplex node A may need to be vis-
ited more than once in a path, but each visit will take
a different switching type on a different interface.

5. Solution to Path Computation with Non-
prunable Constraints

In this section, we consider the non-prunable con-
straints and discuss the solutions in support of path
computation for when the constraints are additive and
non-additive.

5.1 Additive Constraints

K Shortest Paths (KSP) is a solution to address addi-
tive constraints such as attenuation, dispersion and de-
lay. Clearly, we cannot delete any intermediate results
even if a threshold of a constraint is exceeded because
it is hardly possible to determine which segment of the
path caused constraint violation. Meanwhile that seg-
ment could appear in another path that satisfies all the
constraints. These additive constraints only need to
be satisfied rather than optimized. Therefore, we can
find K Shortest Paths from the source to the destina-
tion and choose the one that can satisfy all the additive
constraints at the same time.

Numerous publications have discussed the KSP
which computes K shortest paths in the order of in-
creasing length. Reference [7], [8] and [9] are three
among many KSP algorithms. The algorithms pro-
vided in [7], and [8] allow cycles. Reference [8] provides
a straightforward solution, Recursive Enumeration Al-
gorithm (REA), which does not delete any link or node
to avoid cycles.

Yen’s algorithm searches loopless K Shortest
Paths. A new implementation of Yen’s algorithm is
presented in [9]. Yen’s algorithm is more complicated
than REA. Because it needs to delete nodes and arcs
before the next shortest path is found, its efficiency
is worse than REA. However, the path we can find is
loopless. The complexity of YEN’s algorithm, accord-
ing to [9], is O(Kn(m+nlogn)), where n is the number
of nodes and m is the number of arcs in the network
graph.

Yen’s algorithm cannot be applied directly to rout-
ing in MRN because it will produce unnecessary loops.
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5.2 Non-additive Constraints

5.2.1 Label Continuity Constraint

A solution for this type of constraints is to consider a
common vector where the elements of the vector repre-
sent the availability or the lack of the labels at a node
across the path. The set of available labels can simply
be determined by taking the logical AND across the
vectors at each node on the path. A method such as
Extended Indexing Ref. [10] can be used to facilitate
the distribution of the labels.

The applicability of common vector to label conti-
nuity for VLAN tags is justified as there are 4096 tags
available. A vector comprised of 4096 bits, with each
bit indicating the status of one of the 4096 VLAN tags
used at each node is an attractive solution for large
Ethernet networks in practice.

Another approach proposed especially for wave-
length continuity, when wavelength translation is
present at certain nodes of a network, is wavelength
graph. Reference [11] provides an approach to solve the
wavelength continuity constraint by converting a Net-
work Graph (NG) to a Wavelength Graph (WG). In
WG, one plane is generated for each wavelength, and
each node in the network graph is duplicated at each
wavelength plane. For those nodes that have wave-
length conversion capability, additional links are cre-
ated to connect the replications of each node on cor-
responding wavelength plane. Virtual nodes are gener-
ated as dummy originating node and destination node
respectively. They are connected to the replications of
the true originating node and destination node respec-
tively, and metric on those virtual links is assigned to
be zero.

5.2.2 Adaptation Constraints

Our solution to the adaptation of interface switching
type in multi-layer networks is based on the Channel
Graph (CG). In this subsection we describe Channel
Graph construction. We defer the discussion of path
computation and its computational complexity to a
separate section.

Let us denote the number of switching types on
link 〈vj , vk〉 by sjk. Denoting the size of N and A in
H =< N, A > as p and q respectively, we have

p =
n∑

i=1

n∑

j=1

sij , where sij = 0 if 〈vi, vj〉 /∈ E (1)

q ≤
n∑

i=1


 ∑

〈vj ,vi〉∈E

sji ×
∑

〈vi,vk〉∈E

sik


 (2)

The arc set of H is constructed as follows: If node
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Fig. 2 A channel graph constructed from the network graph
as shown in Fig. 1

vk in G can transport or adapt switching type sx in in-
coming link 〈vj , vk, sx〉 to switching type sy in outgoing
link 〈vk, vl, sy〉, an arc 〈Njkx, Nkly〉 is added to arc set
A. Here, sx may be or may not be equal to sy. Arc
〈Njkx, Nkly〉 is mapped to node vk in G.

Based on Fig. 1, Channel Graph H is obtained as
in Fig. 2 as an example, where V = {v1, . . . , v7}. We
define s1 as L2SC, s2 as LSC and s3 as TDM. Here,
e1
12 = {〈v1, v2, s1〉, 〈v1, v2, s2〉}, e2

13 = {〈v1, v3, s1〉,
〈v1, v3, s3〉}, e3

24 = {〈v2, v4, s2〉}, e4
34 = {〈v3, v4, s2〉,

〈v3, v4, s3〉}, e5
45 = {〈v4, v5, s2〉}, e6

46 = {〈v4, v6, s2〉},
e7
57 = {〈v5, v7, s1〉, 〈v5, v7, s2〉} and e8

67 = {〈v6, v7, s1〉}.
In this example, suppose v1, v2, v3, v4, v5 and v7

are hybrid nodes. Node v2 can adapt from 〈v1, v2, s1〉 to
〈v2, v4, s2〉, v3 can adapt from 〈v1, v3, s1〉 to 〈v3, v4, s3〉,
v4 can adapt from 〈v3, v4, s3〉 to 〈v4, v5, s2〉, and v5 can
adapt from 〈v4, v5, s2〉 to 〈v5, v7, s1〉. All the links are
directional. Link e1

12 with switching type L2SC and
LSC in G can be mapped to node N121 and N122, re-
spectively, in H. Similarly, we can add N131, N133,
N241, N342, N343, N451, N461, N571, N572 and N671.
Links are created in H based on the connectivity and
adaptation possibility in G as shown in Fig. 2.†

6. Channel Graph for Adaptation Constraints

6.1 Path Computation using Channel Graph

We now proceed to search for a path in H. The source
node ID and destination node ID in an LSP request
are node IDs in G. Therefore, to find a path in H,
we need to convert node IDs in G into node IDs in
H. Suppose we want to find a path from vi to vj with
switching capability sk. The source node in H can be
any element in Ns = {〈vi, ·, sk〉}, and destination node
in H can be any element in Nt = {〈·, vj , sk〉}. We
should notice that Ns is a set of nodes in H with the
first component vi and third component sk. Nt is also
a set of nodes in H with the second component vj and

†Generally, GMPLS will setup bidirectional LSPs. To
simplify the illustration, we assume that the LSP from node
v1 to node v7 can only be set up along the directed links in
Fig. 2.



JABBARI et al.: ON CONSTRAINTS FOR PATH COMPUTATION IN MULTI-LAYER SWITCHED NETWORKS
5

122

121

133

131

342

343

242 572

571
462

452

671

N
t
’

N
s
’

Fig. 3 Adding virtual nodes and links to Channel Graph

third component sk. To simplify the path computation,
we need to add two virtual nodes N

′
s and N

′
t . We also

add virtual links from N
′
s to each element in Ns and

from N
′
t to each element in Nt to H.

Suppose we are seeking a path from v1 to v7 in NG
in Fig. 1 with switching capability L2SC, we just need
to run CSPF to find a path from N

′
s to N

′
t on H as

shown in Fig. 3.
There are cases that may require KSP in multi-

layer networks. An example is when there are optical
impairment constraints.

If we take Figure 3 to run KSP, we can find two
paths. The first path will be L1 = N

′
s −N121 −N242 −

N452 −N571 −N
′
t . The second path will be L2 = N

′
s −

N131 −N343 −N452 −N571 −N
′
t .

In YEN’s KSP algorithm, if L1 is the parent path,
we need to find alternative path from N571 to N

′
t . We

may find one if the network topology gets complicated
enough. However, the newly found path will contain an
unnecessary loop. This is because when we reach node
N571, we have already reached the destination node.
Therefore, we need to modify the KSP algorithm in
such a way that we stop searching alternative path from
the predecessor of N

′
t .

The second reason that could cause an unnecessary
loop when we run YEN’s algorithm is that we may visit
a node in G more than once with the same switching
type on different interfaces. This is because different
outgoing links with the same switching type in G will
become different nodes in H. The solution is that when
a node in H is deleted, all the nodes in H that map to
the links with the same head node and switching type
in G must also be deleted.

KSP is used in [5] to find disjoint path with SRLG
in GMPLS network. To ensure the survivability of the
network, we can also apply Oki’s algorithm to channel
graph. When we prune links L(i, j) on the network
graph, we need to prune all the nodes in channel graph
that can be mapped to L(i, j) in the network graph.

6.2 Computational Complexity

In this subsection, we discuss the computational com-
plexity associated with applying the channel graph to

solve the constrained path computation. We consider
the following steps:

1. Construction of CG from NG. The computational
complexity is O(p + q), i.e., the number of nodes
plus the number of arcs in H;

2. Searching KSP in H. The computational complex-
ity is O(Kp(q + plog(p))) according to YEN’s al-
gorithm; and

3. Mapping the path in H back to LSP in G. The
computational complexity is O(p).

Therefore, the overall complexity with this method is
O(Kp(q + plog(p))).

Breadth-first Search (BFS) can also find a path
from source to destination by exhausting all the possi-
ble paths from the source until the destination node is
found. Suppose we have n nodes and each node has ai

adaptation possibilities, the computational complexity
of BFS is

∏n
i=1 (aiO(m + n)). Clearly, the complexity

is exponential and BFS becomes unscalable.

7. Concluding Remarks

We have classified the constraints in path computation
in support of routing and traffic engineering. We have
provided possible solutions to those cases with different
classes of constraints. Our focuss here has been on
multi-layer networks. However, the approach on multi-
layer path computation described in this paper is also
applicable to multi-area/multi-AS networks.

All the optical impairment, wavelength continu-
ity and switching capability requirements can be satis-
fied. Channel Graph may be considered as a general
approach to address the non-additive switching con-
straints at a node. This method is in particular efficient
for switching type adaptation for which the number of
switching types is limited. However, for label continu-
ity the common vector method is preferred.

The solutions to path computation as discussed
here lend themselves as good candidates for practical
implementation. The proposed solutions for switching
type adaptation and VLAN tag have been implemented
as part of path computation in Dynamic Resource
Allocation in GMPLS Optical Networks (DRAGON )
project, an NSF sponsored project to create dy-
namic, deterministic, and manageable end-to-end net-
work transport services for high-end e-Science applica-
tions.
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